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Abstract—Like many areas in research and development, power electronic and distributed energy resource research and development slowed during the COVID pandemic. While the presence of the virus has reduced and workers are returning to shared offices, uncertainty of potential future challenges are still present. This work proposes a development and testing network that provides researchers the ability to operate remotely and coordinate control and debug activities for power electronic systems. This development and testing network has been demonstrated in both controller hardware-in-the-loop (C-HIL) and hardware testing.
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I. INTRODUCTION

The novel Coronavirus Disease of 2019 (COVID) has resulted in the illness and death of millions world-wide [1]. Despite the development and distribution of vaccines, there is still significant uncertainty on the long-term impacts on world health and economy. Isolation and social distancing have been used as mechanisms to reduce the spread of this virus but have also resulted in reduced human-to-human interactions. As a consequence, online platforms have been quickly adopted and accelerated to support collaboration between remote coworkers. Many academic conferences have even shifted to online formats [2].

While these online platforms have supported dialog and discussion of academic concepts and applications, development of physical hardware systems has observed shortfalls. Human presence, currently limited or restricted to ensure uncompromised safety of researchers, is often needed to push new concepts in technologies; particularly in controller hardware-in the loop (CHIL) and full hardware system platforms. This is especially true for power electronic systems (PES).

The development of PES technologies is often a long, multi-stage process with hardware, software, and communications. Even before the actual development of any physical product, identification of product features and capabilities through use cases is undertaken to establish the needed controls, communications, and hardware specifications. A depiction of a proposed process flow for a prototype is provided in Fig. 1. Simulation provides identification of basic functionality and upon completion can be passed to hardware and software engineers and scientists to find the best means for implementation. For early-stage testing, hardware in the loop (HIL) systems have been an important instrument to speed up this development process [3]. These platforms can be used to validate the real-time operations of controls and communication networks to ensure stable operation without risking damage to power electronics hardware. The final stage (development of the physical prototype) requires a collection of hardware components often from several different manufacturers that must be carefully configured both electrically and spatially. Full testing of the system often requires other hardware systems and electrical systems.

This work proposes a novel methodology and set of platforms for HIL and hardware testing for the development and testing of PES considering remote operating staff members to maintain isolation safeguards for COVID and other potential future viruses. In the next section, a review of CHIL and hardware testbeds for evaluating power electronic systems is conducted followed by a discussion on the proposed remote platform.

Fig. 1: Process flow for delivering prototype hardware systems
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II. BACKGROUND

Real-time operational testbeds for verification of control concepts, communication and control networks, and hardware systems have many value propositions as presented in [3]. Today, different combinations of platforms have been developed based on research focus. In general three basic types exist as part of real-time prototyping and validation and include: 1) fully digital real-time simulation, 2) hardware-in-the-loop (HIL) with either controllers (CHIL) or power equipment (PHIL), and 3) full hardware platforms.

As computational horsepower and techniques to support real-time simulation capabilities have taken hold, prototyping approaches have adopted the utilization of HIL systems for rapid verification. This includes the evaluation of grid-connected converters, voltage stability of electrical networks, and supporting system level controls and system controllers [4]. An example of this type of evaluation has been adopted in power electronic system, microgrid, and distribution management research and design [5]-[21].

Power electronic research systems have been investigated in [5]-[8] considering various HIL platforms. In [5], a CHIL system has been constructed for testing a control strategy and design of a convertible static transmission controller (CSTC). A CSTC is a fractionally rated power electronic system integrated to conventional transformer to perform power flow control in transmission systems. In this work, a Typhoon HIL platform has been applied. For [6], CHIL and PHIL platforms have been constructed using a combination of RTDS (simulation) and dSPACE (controller) systems. The goal is the validation of a hybrid transformer and power electronic system control strategy. In [7], a hardware testbed has been constructed for evaluation of DC nanogrid technologies. Converters have been used with a set of load banks and emulators to simulate resource behavior. In [8], power electronic models are presented and deployed on National Instruments floating point gate arrays (FPGAs) for analytical calculation of electric circuit response. DC protection considering a floating ground is evaluated as a novel challenge.

Microgrid controls, protection, and DER resource management are applied to a CHIL platform in [9]-[10]. In these works, National Instruments (NI) hardware system (controllers) and Schweizer Engineering Laboratories (SEL) relays are integrated with a RTDS (simulation) to examine resource and protection coordination. A Mathworks MATLAB platform is used to perform the energy management optimization. This system has been transferred to a hardware testbed in [11] with resources emulated using power supplies and load banks. Similar work is presented in [12] utilizing an Opal-RT platform for simulation and DSPs for converter controls in a CHIL configuration. In [13], Opal-RT and NI are used. In [14], a set of researchers adapted GridLab-D (simulation platform) with two solar inverters interconnected for distribution system impact evaluation in a PHIL configuration. In this case, the linkage demonstration focused on interconnecting platforms from a long distance (simulation and hardware platforms were remote from one another).

Agent systems have also been deployed on controllers in a CHIL configuration utilizing a RTDS for simulation [15]. In this work, naval shipboard systems are the primary focus due to the needed resiliency and complexity of the multiple integrated systems. A hardware testbed for testing controls for a shipboard propulsion are discussed and developed in [16].

In [17], a remote system has been developed to test controls for 120kVA power electronic system. This platform has been interconnected to multiple motors and loads for validation. Another remote platform for electric drive experiments is discussed in [18]. In this case, Mathworks MATLAB platform has been integrated to a tabletop motor and motor drive for testing. In all of these works, the primary focus has been the development of the testbed and the final research product with little to no focus on creating a flexible platform consisting of multi-layer architectures and the ability to operate remotely in a collaborative fashion.

As discussed from previous literature, HIL systems are available from many different manufacturers [19] and have been utilized in many different configurations for evaluation of power electronic controls and systems. In summary:

- CHIL systems have been demonstrated with programmed controllers linked to analog and digital connections on simulation platforms.
- Hardware platforms have adopted power supplies and load banks to perform resource emulation.

Standardized frameworks for performing CHIL and PHIL evaluations are in discussion [20] and include methods for calibration of modeling details [21]. This work looks to expand on previous CHIL and hardware concepts while adopting new strategies to increase flexibility and configurability. The novelty in this work includes:

- Integrated systems have been designed to consider hierarchical systems and support development from a single power electronic converter to an electrical network with distributed energy resources (DERs) without changes in controller hardware.
- Power electronic converters and electrical network topologies can be adapted to support many different use cases and scenarios.
- Control and implementation layers of code are exposed at all levels to provide complete flexibility.
- Computing interfaces have been included to allow internet connected users access to each level individually or in a shared frame.

The developed approach has already been applied to deliver power electronic system designs and prototypes for energy storage, extreme fast charging, and other hybrid AC-DC systems in times of isolation. The approach continues to be useful for collaboration with industry partners in demonstrating new ideas remotely and in real-time. The methodology discussed in this paper is presented in the context of delivering a final hardware prototype for a secondary-use energy storage system. The proposed system distributed energy resource (DER) implementation architecture is discussed in the next section.

III. GENERALIZED SUPPORTING DER ARCHITECTURE

A generalized hierarchical system of controllers has been developed to support power electronic system research as...
presented in [22]. This hierarchical system utilizes converter controllers (CC) or digital signal processors (DSPs), resource integration controllers (RIC), and a resource management controller (RMC) in coordination with an energy management system (EMS) to optimize and coordinate power electronic integrated resources (PEIR). Each controller layer of this architecture supports decision making, state machines, and timing. This hierarchical system is compatible with both simulation and full hardware platforms. A depiction of the linkages between the different controllers is shown in Fig 2.

As shown, two layers of communication couplings are utilized for interconnecting the controllers: a network socket user datagram protocol (UDP) and a message queuing telemetry transport (MQTT). Communication schemas have been designed to provide automatic configurability and real-time measurements from the CC stage up to the RMC as described in [22]. These communication layers can be replaced by other communication approaches-based use case and need. In the next subsections, the different controllers are described in detail.

A. Converter Controller (CC)

In this work, the converter controller (CC) has the primary purpose of directly controlling a power electronic converter (PEC) either in a virtual environment or in physical hardware. This allows a rapid transition from initial control testing to full prototype development. This controller can either take the form of a commercially off the shelf (COTS) digital signal processor (DSP) or that of an in-house developed prototype. For direct swappable compatibility between research focuses, the analog and digital inputs and outputs must be consistently defined for each CC and calibrated appropriately. This includes model calibration in the simulator environment.

The CC hosts three core processes: 1) a state machine for process control (~5ms), 2) background loop for communications with the RIC (~10ms), and 3) closed loop control for enacting modes of operation and fault detection and management (~100us). The CC state machine determines allowed operational control modes and states of the converter.

B. Resource Integration Controller (RIC)

The resource integrated controller (RIC) performs the task of integrating the PEC with an available resource. This could be a energy storage technology with battery management system (BMS), a photovoltaic array with DC isolation and forecasting capability, or a load such as an extreme fast charger for an electric vehicle. The RIC utilizes an agent framework to support the resource and power electronics integration as presented in [23]. A Raspberry Pi is the currently employed platform for the RIC due to the low bulk cost versus computational horsepower and flexibility offered.

C. Resource Management Controller (RMC)

The resource management controller (RMC) supports several services including: automatic interconnection with RICs and optimization considering system wide stability, data collection and record keeping, and communication with an outside entity such as a utility. The RMC can optimize hybrid networks of AC and DC systems and uses open-source linear programming tools such as Pulp [24] and COIN-OR [25]. A Linux desktop computer is the main platform applied for the RMC.

The strategy for commissioning a system of PEIRs is to evaluate the available control modes for each converter systems (confirm which assets can support bus stability) and ensure that the assumed generation resource (such as energy storage or a grid connection) are larger than the load resource. For continuous operation, an optimization routine is called periodically (every 5 minutes).

IV. REMOTE CHIL SIMULATION APPROACH

With the implementation of social distancing, only a single user can be present at the CHIL platform. Hence, even as the proposed architecture provides flexibility with multiple interfacing devices set in hierarchy of systems, the number of system interfaces can be difficult to debug without experienced staff.

This challenge has been mitigated through the development of an expertise versus engagement layer matrix as shown in Fig 3. The expertise is composed of software, power electronics controls, simulation, and hardware with human actors at each stage while the engagement layers represent the interconnectivity of the actors to the CHIL platform. The lowest engagement layer (hardware layer) represents the traditional CHIL platform where controllers are interconnected to an isolated or off-network simulation environment. In the proposed CHIL framework, the power electronic converter, energy resource, and the electrical network are all virtualized within the real-time simulation environment. Analog and digital input/output interfaces link the converter controllers to the virtual environment. Ethernet connections allow for
communication protocols to be adopted with a simulated resource. This framework has been applied for both Opal-RT and Typhoon HIL systems but could easily be applied to others (such as RTDS).

A hardware actor (within the hardware layer) performs the physical integration of the systems and can reboot and troubleshoot interconnections. Oscilloscope data probed from real-time system analog channels locally is displayed to remote actors using a video capture card which imports the measured signal from the external display connection on the oscilloscope.

The hardware layer is interconnected to an Internal System Layer (ISL) which hosts the various software and code needed for deployment and testing within the CHIL platform. A generalized architecture for each computer in the ISL is presented in Fig. 4 where code and system programs are available for launching the application on the respective platforms. For example, in the simulation platform interface, system models exist as the deployable code and the real-time simulator software as the deployment program to the real-time simulation platform. The converter controller platform interface hosts the different power electronic control code implementations, and the Code Composer Studio Debug Server is available for deployment to the CCS. Finally, the controller platform interface hosts the different agent and energy management system software packages to be deployed through a remote access platform.

To ensure that these systems do not have any compatibility issues with the dynamic security of the institution, a separate layer of computers (External Network Layer or ENL) has been added to provide a bridge for the ISL and Human Layer (HL). The ENL is only accessible via the correct institution credentials and institution provided computers.

Access to the various systems from the ENL is performed through remote access platforms such as Microsoft Windows Remote Desktop and Virtual Network Computing (VNC) or more specifically RealVNC and Team Viewer. These remote platforms utilize a remote frame buffer to display the graphics of the target computer host while sending keyboard and mouse commands for interactions [26].

The three computers used for the ENL are combined into a single display for sharing over other platforms. Each platform host is given a separate display for local troubleshooting as well as future in-person development when restrictions have eased as shown in Fig. 5. Today, five Opal-RT and three Typhoon-HIL platforms have been configured in this way.

Using online meeting platforms (such as Microsoft Teams), information by each user or actor can be shared in real-time and the system debugging can be conducted to support full CHIL testing and validation. The equivalent full hardware implementation is discussed in the next section.
to-back converters configured to be bi-directional and flexible for AC or DC testing.) Many of the emulators support the capability to be programmed to follow setpoint profiles. These provide the base for testing of PEIRs under different resource integrations scenarios.

Many of the emulators support the ability to be programmed to follow setpoint profiles. These provide the base for testing of PEIRs under different resource integrations scenarios.

The converters for testing are either on a benchtop (enclosed in a protective see-through enclosure) or fully enclosed in a National Electrical Manufacturers Association (NEMA) enclosure for safety. These converters utilize the same communication and control architecture presented for the CHIL platform. The hardware actor is responsible for physically performing the electrical interconnections to the emulators, activating the emulators upon system commissioning, and enabling the emulator modes for testing. The hardware actor also watches the system for any abnormal response and is able to immediately stop experiments through the use of a emergency stop system.

Today various hardware remote platforms have been developed. A residential platform with single-phase 240V/120VAC interconnections has been developed for testing single phase inverters for residential use cases [22]. This platform consists of three single phase inverters interconnected to emulated PV, ES, and residential building load. A commercial platform with three-phase 480VAC interconnections has also been constructed. This platform will be discussed in further detail in the next section with specific focus on a energy storage use case. These platforms are hosted in a new facility focused on grid level systems validation and testing, the Grid Research Integration and Deployment Center (Grid-C).

For hardware testing, an additional hardware actor must be present for testing. When the available energy of a system exceeds 100 Vdc or 100 A, the “buddy system” is often required to ensure any significant safety event is not life threatening. This additional actor can be in another room separated by glass provided the main actor is visible. In the next section, details on the implementation of the CHIL and hardware development and testbeds are provided in terms a secondary use multi-chemistry system.

VI. SECONDARY USE ENERGY STORAGE SYSTEM

To demonstrate that the proposed testbeds support full functionality as described, a multi-chemistry secondary use system composed of three power electronic converters is presented. This system has been first introduced in [27]-[28] with a plug and play architecture with agents and three converters: a 100kW three phase 480V connected DC/AC converter for grid connection and two 50kW DC/DC converters for management of two separate DC integrated battery systems as shown in Fig. 7. These systems are all coupled on a common 1000VDC bus. The original work in [27] leveraged the remote platform discussed in this paper.

A. CHIL Implementation

Detailed schematics of the converters as modeled within the simulation platform and interconnected to the converter controller are presented in Fig. 8 and Fig. 9 (which portray the elements of the physical hardware). The modelled systems within the real-time environment include filtering components, precharge and contactor circuitry, and system measurements.

To provide closed loop control capabilities, the analog measurements from the circuit model are scaled to the voltage range limited by the external analog I/O ports on the HIL system. These ports are interconnected to analog I/O ports on the converter controller and scaled to represent the measurements of the system for closed loop control. Digital I/O ports on the HIL platform are used to distribute power
electronic module pulse width modulation (PWM) and contactor control signals to the modeled components. These signals are generated by the converter controller digital I/O ports for control. Fig. 10 shows the implementation of the different hardware layers to the simulation platform. A Modbus communication layer has been added to interconnect the RIC to the resource model within the HIL platform. This communication layer utilizes the same communication network already supporting the MQTT communications for RIC to RIC and RIC to RMC communications.

**B. Hardware Implementation**

The implementation of the system for hardware testing the 100kW system is presented in Fig 11. For this work, NHR 9300 battery test systems are used to interact with the DC/DC conversion stages. These bidirectional DC supplies have been programmed to emulate a 400VDC energy storage system. A four quadrant Ametek RS90 grid emulator is used to represent the grid connection and is interconnected to the AC side of the AC/DC converter. This has been programmed as a three phase 480V grid source. A Yokogawa WT5000 power analyzer has been interconnected to both capture and document performance of the power electronic network. In the next section, results of experimentation per discussion of the different actors are discussed.

**VII. Discussion on Experimental Results from CHIL and Hardware**

For demonstrating the approach in the remote platforms, a secondary use system considering CHIL and hardware platforms is discussed and measurement results from the two platforms are presented. As previously mentioned, CHIL represents the primary development and testing stage before implementation on hardware.

**A. Validation in CHIL platform**

With the CHIL platform, a single user can play the roles of the software, PE controls, and simulator actors by simultaneously logging into each of the computers within the ENL (and corresponding ISL). With full knowledge of the platform, this user can operate and run the full model from...
energy management to converter within an electrical network. The results collected in this case, have been collected by a single user operating the system remotely as shown in Fig 12. In this case, no hardware actor was necessary as none of the computers needed to be cycled.

The test examines the dispatch of the DC/D converter and the regulation capability of the inverter of the DC link. Fig 16 shows measured results from the experiment as captured by the power analyzer. In this short test, the DC/DC converters are operated at 2.45kW and 7.8kW respectively, and the inverter regulating the DC bus, pushes 9.7kW to the grid emulator.

For demonstration, a single user activated the simulation, deployed the converter controller code, and finally the RIC and EMS code. A simulation of approximately 35 mins was performed to test the controls for a system composed of two 50kW ES systems and a 100kW inverter. The results are shown in Fig 13 and Fig 14. The DC/DC converters were dispatched to 50kW charge and discharge cycles. The inverter control was activated for DC bus regulation mode. As shown, the DC bus remained stable during the cycling of the unit system.

**B. Validation in hardware platform**

With the hardware platform, a single user can perform the role of both the software and PE controls actors. However, two additional actors are needed for activating and setting the emulators (two ES emulations and a grid connection) to the correct configuration and monitoring the experiment as presented in Fig 15.

A early hardware prototype of the simulated system developed and discussed in [27] is used for the hardware demonstration. In this case, the system is operated at low power to verify control behavior and ensure operations are stable before transitioning of the system to higher power levels.

---

**Fig. 12: Actor representation for CHIL implementation**

**Fig. 13: Measured power (kW) through the converters as captured from converter controller measurements from the CHIL environment.**

**Fig. 14: DC bus voltage (V) for the ES system as captured from converter controller measurements from the CHIL environment.**

**Fig. 15: Actor representation for hardware implementation**

**Fig. 16: Measured results from a Yokogawa WT5000 power analyzer connected to DC-DC 1, DC-DC 2, and the inverter.**

---

**VIII. CONCLUSION AND FUTURE WORK**

This paper presents an approach for developing and testing novel CHIL and hardware power electronic systems while considering the need for isolationism practices. This system supports multiple layers in the development process including the DSP controls, communication networks, and central optimization and control strategies. Laboratory layouts with integrated physical hardware systems are shown with testing results of a converter system shown both for CHIL and hardware.

While this platform was initially designed as means to support the need to work while isolated, the concept has...
continued to be applied to offer researchers the ability to develop and test while at home or on travel. Future expansion of this platform will focus on linking the three systems (software, controls, and simulation/hardware) under a single umbrella for auto-deployment of different system models. This will expand the prototyping of and control development beyond single converter prototypes, but into systems of systems to examine new power electronic converter coordinated control techniques from a large power system perspective.
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