Abstract—Schematic-level optimization and steady-state loss modeling play a vital role in the design of advanced power converters. Recently, discrete time state-space modeling has shown merits in rapid analysis and generality to arbitrary circuit topologies but has not yet been utilized under rapid optimization techniques. In this work, we investigate methods for the incorporation of rapid gradient-based optimization techniques leveraging discrete time state-space modeling and showcase the utility of the approach for use in the converter design process.

I. INTRODUCTION

Currently the process of designing a power electronics converter is constrained by initial topology selection, analysis, and design. The design process of a power converter often utilizes several iterations of broad steady-state converter modeling or simulation of many converter topologies, discrete components, magnetics, and frequencies to achieve the goal performance, as shown in Fig. 1. The design begins with application-based specifications and constraints that should be adhered to in any viable design and objectives that dictate the relative merit of valid design candidates. Typical constraints include input and output voltage, current, and power levels, as well as physical restrictions such as the maximum size or height. Objectives are the metrics used to compare different designs if the constraints are met, such as efficiency, power density, or specific power. From the constraints and objectives, a set of possible topologies, operating methods, devices, and control strategies is analyzed to determine an optimal schematic-level design. The final design performance will be constrained by how broad the initial selections of topologies and devices are and the accuracy of the modeling and assessment of each design candidate. Within a reasonable design time and effort, this scope and accuracy are then determined by the speed and fidelity of the modeling and optimization framework used in the power converter design problem.

Recent work has shown that discrete time state-space modeling reduces simulation time while maintaining results with high fidelity [1], [2]. However, even with this decreased simulation time, design and optimization across many continuous variables and discrete topology/device selections can be complex and computationally expensive even with advanced computational power [3], [4]. Brute force approaches sweep
multiple parameters at a time through the design space, solving the converter performance under each combination, to find an optimal combination. While useful for understanding how a variable affects converter performance, this and related techniques are computationally taxing when used to optimize all the variables in a converter design. Metaheuristic techniques, such as genetic or particle swarm algorithms, are also very popular to optimize converters but may also be time-consuming for large-scale problems [5].

This work gives a framework to optimize converters utilizing rapid discrete time state-space modeling and adapting gradient optimization techniques for discrete component selection. The remainder of the paper is organized as follows. Section II reviews discrete time state-space modeling and its ability to rapidly model switching power converters. Section III provides an overview of the component selection method. Section IV demonstrates the utility of the design method through an experimentally-verified design optimization. Section V concludes the work.

II. DISCRETE TIME STATE-SPACE MODELING

Discrete time state-space modeling is a generalized analysis framework for both steady-state and dynamic modeling of switched circuits [4], [6]–[10]. Switched mode power supplies are modeled using discrete time state-space equations, approximating the converter as a linear equivalent circuit within each switching interval \( i \), defined by the state of each switching element,

\[
\dot{x}(t) = A_i x(t) + B_i u(t) \tag{1}
\]

\[
y(t) = C_i x(t) + D_i u(t), \tag{2}
\]

where \( A_i \) and \( B_i \) are the constant state matrix and input matrix, respectively. During any interval, the solution for the state vector containing capacitor voltages and inductor currents is

\[
x(t) = e^{A_i t} x(0) + A_i^{-1} \left[ e^{A_i t} - I \right] B_i u, \tag{3}
\]

assuming all input sources are constant and all \( A_i \) are invertible. Iterating through the different linear equivalent models captures the switching dynamic behavior of the converter. By solving the state-space equation over the set of linear equivalent circuits for a converter, the periodic steady-state solution is

\[
X_{ss} = \left[ I - \prod_{i=n}^{1} e^{A_i t_i} \right]^{-1} \times \sum_{i=1}^{n} \left( \prod_{k=n}^{i+1} e^{A_k t_k} \right) A_i^{-1} \left[ e^{A_i t_i} - I \right] B_i u, \tag{4}
\]

where \( t_i \) is the length of the \( i \)th interval.

Some limitations associated with discrete time state-space modeling have been addressed in prior work while continuing to show rapid modeling of switch-mode power supplies [1]. This includes eliminating the requirement that all state matrices \( A_i \) be invertible [8], [10], and determining the length of each switching interval \( t_i \) before solving (4) [2].

A. Diode Error Correction

At the end of each switching interval, the linear equivalent of the circuit changes, and a switching action occurs. Independent switching actions occur at planned instances during the switching period, such as an external signal driving the gate of a transistor. Dependent switching actions occur when the state variables of the converter dictate a switching action is required, such as a diode conducting when its forward bias is reached. A state-dependent switching action results in
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BUCK CONVERTER DEADTIME SOLUTION
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<td>$A_1$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>$t_2$</td>
<td>$A_2$</td>
<td></td>
</tr>
<tr>
<td>$t_3$</td>
<td>$A_3^*$</td>
<td>$M_2$</td>
</tr>
<tr>
<td>$t_4$</td>
<td>$A_4^*$</td>
<td>$M_{2,BD}$</td>
</tr>
</tbody>
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a nonlinear state-space description due to the time $t_i$ being dependent on instantaneous state values.

An example of independent and dependent switching is shown in Fig. 4. During the dead times of the converter, the switch node voltage crosses the forward voltage of the $M_2$ body diode. The final steady-state solution, as shown in Table I, shows the insertion of two additional switching actions to correctly simulate how a physical circuit would behave.

An example approach to finding the duration and location of dependent switching actions is presented in [2], using successive approximate steady-state solutions to converge to an error-free switching sequence that solves the converter steady-state operation.

III. OPTIMIZED COMPONENT SELECTION

The rapid converter steady-state modeling enabled by discrete time state-space modeling enables new modeling approaches to broad-scale optimization of power converters. While the rapid modeling allows brute force methods to cover a broader scope and metaheuristic optimization methods to perform faster, there are formal techniques that take advantage of the modeling framework.

As shown in Fig. 1, each of the design objectives used in the optimization are outputs of the converter modeling, such as power loss or power density. The inputs to the modeling process include variables of a converter, such as the selection of semiconductor and passive devices, topology, and switch modulation strategy.

Approaches to optimize converters are already used within the discrete time state-space modeling process itself. For example, in order to account for state-dependent switching, a first-order approximation is used to identify and correct forward voltage or body diode violations iteratively to find the converters steady-state [2]. A similar gradient-based approach is used in this work to examine selection of discrete devices.

An example of a continuous space is shown in Fig. 5 for the conduction resistance and output capacitance of a power transistor. For some hypothetical converter, contours of constant power loss are represented by the solid lines with the gradient shown via the purple hue. The arrows point in the direction of steepest descent.

While the gradient-based approach can be used, there are additional constraints that must be considered. Many input variables to the modeling are not continuous and/or are unsorted, such as the selection of converter topology. The selection of power devices among discrete transistors, in contrast, can be arranged into a pseudo-ordered multivariable space of the individual device parameters where gradient-based methods may be used.

An example of a gradient-based, discrete optimization approach is shown in Fig. 6. An initial discrete point is chosen and modeled to assess the converter’s power loss $P_{loss,IC}$. The
The parameters of the converter semiconductors are then perturbed by \( \Delta R_{on} \), \( \Delta C_{oss} \) to determine their effect on the converter’s performance, \( P_{loss, \Delta x} \). The perturbations, however, are not discrete points defined by other semiconductor devices, but rather scaled to accurately estimate the steepest gradient of the converter power loss at the initial condition. The perturbed performance metrics, \( P_{loss, \Delta R_{on}} \) and \( P_{loss, \Delta C_{oss}} \), are solved using discrete time state-space modeling. The vector of steepest descent is then approximated by solving for the slope of the output perturbation over the input perturbation,

\[
m_{gd} = \frac{\Delta P_{loss, \Delta C_{oss}}}{\Delta P_{loss, \Delta R_{on}}} \bigg|_{M_{IC}}.
\]

(5)

In this example, the vector of steepest descent, \( v \), is a line with the slope from (5) through the initial device \( M_{IC} \) with power loss \( P_{loss,IC} \). This methodology can be expanded to higher orders to account for multiple input and output modeling variable possibilities.
The next transistor to be modeled must now be selected from the direction of steepest descent. However, stepping too far from the initial condition will result in large potential error from the localized approximation in (5). Therefore, the selected device for the next iteration is the device with the minimum distance, $d()$, from $M_{IC}$ plus the minimum distance to the steepest descent vector $v$ using $m_{gd}$ as shown in Fig. 7,

$$M_{IC+1} = \min[e_{IC}d(M_{IC}, M_i) + e_vd(M_i, v)].$$

The variables $e_{IC}$ and $e_v$ are weighting coefficients that shift the next selection to be closer to $M_{IC}$ or $v$. To help speed up the optimization, the five closest points according to (6) are approximated using projections from $P_{loss,\Delta e}$. The most efficient device is chosen for the next iteration.

IV. EXAMPLE DESIGN OPTIMIZATION

The proposed modeling and optimization techniques are used to design an example converter for battery charging applications. In order to verify the proposed method, several topologies are designed to find an optimal converter with a 16-20 V input and up to a 40 W, 8 V output showcasing the discrete time state-space models and the optimization framework for discrete transistors.

A. Modeling

Five topologies shown in Fig. 8-12 showcase the optimization process. Each of the transistors within the converter are optimized to reduce $P_{loss}$. Each figure shows the topology schematic, the iteration path of the transistor selection, the process for a common database of commercial transistors, and the resulting steady-state efficiency at a range of power levels and input voltages.

B. Experimental

The switched capacitor Fibonacci converter shown in Fig. 13 is selected to experimentally validate the modeling method. For the prototype, the design was constrained to have all the same transistors, rather than optimizing each device individually as in the previous section. The transistor EPC2055 was chosen via a sweep of the design space, as shown in Fig. 14. Additional converter parameters are given in Table II. As shown in Fig. 13, the broad steady-state modeling matched experimentally-measured power loss with acceptable error.

V. CONCLUSION

This work proposes a method to quickly optimize power converters by leveraging discrete time state-space modeling. A gradient-based optimization method is used to rapidly solve discrete converter parameters across a wide input voltage and
power range, as well as numerous topologies. The design framework was also experimentally verified using a switched capacitor Fibonacci converter.
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TABLE II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>Inductance</td>
<td>0.65 $\mu$H</td>
</tr>
<tr>
<td>$C_{1-4}$</td>
<td>Capacitance</td>
<td>10 $\mu$F</td>
</tr>
<tr>
<td>$R_L$</td>
<td>Resistance</td>
<td>10 m$\Omega$</td>
</tr>
<tr>
<td>$V_g$</td>
<td>Voltage</td>
<td>16-20 V</td>
</tr>
<tr>
<td>$P_0$</td>
<td>Power</td>
<td>0–40 W</td>
</tr>
<tr>
<td>$C_{oss,M1-16}$</td>
<td>Capacitance</td>
<td>408 $p$F</td>
</tr>
<tr>
<td>$R_{ds}$</td>
<td>Resistance</td>
<td>3.6 $m$Ω</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Frequency</td>
<td>1.2 MHz</td>
</tr>
</tbody>
</table>

Fig. 13. Switched capacitor Fibonacci prototype (a) experimental waveforms (b) modeled vs experimental results at 30 W output power (c).

Fig. 14. Switched capacitor Fibonacci transistor design space where all converter transistors are the same. The optimal point, shown by the black circle, is the EPC2055 transistor. $P_{loss}$ is a weighted mean of hundreds of simulations for each transistor between the input voltage and output power range.