A Python-based Ringdown Analysis Toolbox for Electromechanical Modes Identification
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Abstract—This paper presents a user-friendly graphical user interface (GUI) that is embedded in a Python toolbox to identify electromechanical modes emerging after large power system disturbances. This GUI is able to read xlsx or csv files that contain the information of several phasor measurement units (PMUs) or a data file with a proper read format. Besides this GUI incorporates three well-known methods that stand out to perform ringdown analysis in power systems such as Prony’s method (PM), eigensystem realization algorithm (ERA), and matrix pencil (MP). A straightforward implementation is adopted to capture dynamic parameters by processing single or multiple channels. Numerical and graphical results demonstrate the usability of the GUI, even in real system events.

Index Terms—Electromechanical modes, ringdown analysis, Python toolbox, Prony, Eigensystem Realization, Matrix Pencil.

1. INTRODUCTION

The identification of modal information in power systems after large disturbances provides crucial information for the situational awareness and decision-making process in control centers, since the existence of poor damped modes, or even worse, negatively damped modes may lead to the system separation or complete collapse.

To ensure the correct monitoring of power systems around the world, wide-area monitoring systems (WAMS) [1]-[2] have been implemented with the purpose of collecting electric parameters such as frequency, voltage, current, phase angle and powers. All these parameters are monitored through phasor measurement units (PMUs) installed at different electrical substations [3], achieving in this way, the more PMU installed, the better observability of the system. The main feature of the PMUs is that all measurements have their own time-stamp, allowing to be compared or analyzed with other PMU measurements [4]. With this synchronized information, most WAMS implement different digital signal processing techniques to assess the current status of the system.

Up-to-date, different mathematical methods can capture the necessary information for an adequate system monitoring. In this paper, we incorporate three methods such as Prony, Eigensystem Realization Algorithm (ERA) and matrix pencil (MP), to analyze single and multiple channels [5]. The goal of this paper is focused on proposing a python-based open source platform that extracts the main modal patterns stemming from PMU signals whose information is a valuable tool in both real-time and offline operations to tune controllers and provide reduced order models [6].

Considering the great development in computing, it is easier and necessary to implement the most accurate, reliable and robust mathematical algorithms for monitoring the system performance. Currently, the development of open source tools that adequately calculate the dynamic patterns of the system allows to the operators and analysts at the control centers to know the current status of the system.

A. Related Works

In [7], the authors present an application called Power System Toolbox (PST) to perform power system simulations for small and medium size power systems. This toolbox is developed in Matlab, designed mainly for graduate students. The basic purpose of PST is to provide models for performing power system simulation. PST implements network functions programming a load flow solution using a Newton-Raphson algorithm, a reduced $Y$ matrix computation and a non-conforming load network solution; regarding dynamic models, PST possesses routines to model generators, excitation systems, static var control, power system stabilizers (PSS), HVDC system, wind power plant, battery energy storage, solar PV system, and so on.

In [8], several analysis techniques are implemented such as Fourier transform, Prony’s method, MP, S-transform, global wavelet spectrum and Hilbert Huang transform for the identification and analysis of low frequency oscillations in power systems, mainly inter-area electromechanical oscillations. The application was also developed in Matlab. The example consists of analyzing the earthquake that happened on August 23, 2011 in the US East Coast, provoking a 1600 MW generator trip. Frequency measurements obtained from FNET/GridEye were used for analysis and comparing purposes of the aforementioned methods which exhibited good performance to identify electromechanical dynamics.

The common factor of the above-mentioned applications, as well as in [9]-[11], is that those are developed in Matlab which is well known by being powerful, relatively easy to program, equipped with many functions already implemented,
and popular in student and research communities. Nonetheless, some industries and even some academia that do not have software licensing, are greatly limited to the universality of the software. Despite Matlab-based applications may be converted to executable files (*.exe), this fact forbids the access and edition of the source code. To overcome this problem, Python represents a good alternative, since it is free to use.

Recently, other applications have been developed for power system analysis purposes, they possess open source code and have the advantage that can be run on any PC without licensing [12]-[14].

B. Contribution

This paper implements a Python-based development toolbox for ringdown analysis of oscillating signals recorded by multiple PMUs which arise after large disturbances. All signals are time-synchronized and contain their own time stamp. This application embeds the Prony method together with the ERA and MP methods to analyze single and multiple signals belonging to the same event. The GUI configuration allows to select all signals to be analyzed by defining a time range. The general structure of the program, in a modulated way, is intended to be extended by including other signal processing methods. Besides a user manual is provided along with the toolbox; where all mathematical formulations, application configuration, execution, results and the export of graphic and numerical data, as well as, criteria and scope of use, are described in detail.

II. LINEAR RINGDOWN ANALYSIS METHODS

The basic principles of the linear ringdown analysis methods embedded in this toolbox such as Prony, ERA, and MP are enclosed in this section.

A. Prony analysis for single channels

The Prony method is described as a sum of exponentially damped sinusoidal signals, whose signal model is given by [5],

\[
\hat{y}(k) = \sum_{i=1}^{n} A_i e^{\sigma_i s_n \Delta t} \cos(2\pi f_i n \Delta t + \theta_i),
\]

where modal parameters \(A_i, \sigma_i, s_i, \theta_i\) respectively stand for amplitude, damping factor, frequency, and phase. \(\Delta t\) is a sample time for \(N\) samples in \(\hat{y}(t)\). Likewise, the model in (1) can be represented by

\[
\hat{y}(k) = \sum_{i=1}^{n} B_i z_i^k,
\]

where \(n\) is the number of the estimated eigenvalues corresponding to the Prony’s model order and \(z_i = e^{\lambda_i \Delta t}\) denotes the roots of the \(n\)-th characteristic polynomial function of the system. A pseudo-code for the Prony analysis is listed in Algorithm 1.

B. Prony analysis for multiple channels

The use of multiple measurement data has been introduced in [15]. Considering a set of \(M\) signals \(Y^{(m)}, m = 1, \ldots, M\) that share a common set of eigenvalues obtained from the same event and the same sampling time. Toeplitz matrix \(T\) and vector \(Y\) in (3) can be formulated for every channel and notated as \(T^{(m)}\) and \(Y^{(m)}\). Thus, the LPM in Step 2 of the pseudo-code in Algorithm 1 can be extended as follows:

\[
[Y^{(1)} \ Y^{(2)} \ \cdots \ Y^{(m)}] = [T^{(1)} \ T^{(2)} \ \cdots \ T^{(m)}]a.
\]

and the next steps are the same to estimate the roots \(z_i\) using multiple channels.

C. Eigensystem Realization Algorithm: single-channel

The eigensystem realization algorithm is a system identification technique that is widely used to identify and reduce linear systems. The ERA is based on the singular value decomposition (SVD) of the Hankel matrix \(H_0\) associated with the ringdown behavior of a linear system. A pseudo-code for the ERA method is detailed in Algorithm 2.

D. Eigensystem Realization Algorithm: multiple-channel

For multiple outputs channels, a set of \(M\) signals is shaped in matrix form such that \(Y_m \in \mathbb{R}^{N \times m}\), that is, \(m\)-column arrays corresponding to single channels, as follows:

\[
Y_m = [y^{(1)} \ y^{(2)} \ \cdots \ y^{(q)} \ \cdots \ y^{(m)}]
\]

with \(y^{(q)} = [y(0) \ y(1) \ \cdots \ y(N-1)]^T\).

The Hankel matrix can be also derived for multiple output channels by using submatrices that are constructed by each signal. This is called a block Hankel matrix and is given by

\[
\tilde{H}_0 = [H^1_0 \ H^2_0 \ \cdots \ H^m_0]^T
\]

Thus, this block Hankel matrix and its shifted Hankel matrix \(\tilde{H}_1\) are replaced in Step 1 of the pseudo-code in Algorithm 2.

Algorithm 1 Prony analysis.

Require: Time-series data of recorded signal \(y(k)\) with \(N\) samples

Ensure: \(n \leq N\) is the subset of modes to be determined

1: To construct a Toeplitz matrix \(T\) using the elements of the recorded signal
2: To fit the data with a discrete linear prediction model (LPM) of order \(N\)

\[
\begin{align*}
\textbf{Y} &= \textbf{Ta} \\
\textbf{Y} &= [y(n) \ y(n+1) \ \cdots \ y(N-1)]^T
\end{align*}
\]

where \(\textbf{Y}\) is of size \(N\).

3: To find the polynomial coefficients

\[
a = (T^T T)^{-1} T^T \textbf{Y}
\]

4: To find the \(z_i\) roots of the polynomial

\[
z^n - (a_1 z^{n-1} + a_2 z^{n-2} + \cdots + a_{n-1} z^1 + a_0) = 0
\]

return \(z_i\)
enabling to extend for multiple channels. Hence, the next steps are the same to estimate the roots \( z_i \) using multiple channels.

**E. Matrix Pencil: single-channel**

The matrix pencil method produces a matrix whose roots \( (z_i) \) facilitate the extraction of the eigenvalues [16]-[18]. The number of significant modes \( (n) \) in the system is determined from the SVD of the Hankel matrix \( H \). A pseudo-code for the MP method is presented in **Algorithm 3**.

**F. Matrix Pencil: multiple-channel**

This implementation was introduced in [18]. For each channel, two shifted Hankel matrices are formed. Note that \( H_1^{(m)} \) and \( H_2^{(m)} \) are the Hankel matrices for the \( m \)-th channel [19]. The aggregated Hankel matrices are, as follows:

\[
H_1 = [H_1^{(1)}, H_1^{(2)}, ..., H_1^{(m)}] \tag{18}
\]

\[
H_2 = [H_2^{(1)}, H_2^{(2)}, ..., H_2^{(m)}] \tag{19}
\]

These Hankel matrices in (18)-(19) are decomposed in the same way as in (13). The complete process to get \( z_i \), it is the same as the single-channel from (14)-(17) in **Algorithm 3**. The last steps are the same to estimate the roots \( z_i \) using multiple channels.

**G. Estimation of modal parameters**

Once the roots \( z_i \) are computed by all three methods according the pseudo-codes in **Algorithms 1-3**, the eigenvalues of the discrete system \( z_i \) can be found as \( \lambda_i = \frac{\ln(z_i)}{\Delta T} \) and the modal parameters can be estimated by

\[
\hat{f}_i = \text{Im} \left( \frac{\lambda_i}{2\pi} \right) \tag{20}
\]

\[
\hat{\sigma}_i = \text{Re}(\lambda_i) \tag{21}
\]

The damping ratio is obtained as

\[
\hat{\zeta}_i = \frac{\hat{\sigma}_i}{\hat{\omega}_i} \tag{22}
\]

where \( \hat{\omega}_i = 2\pi \hat{f}_i \). Likewise, the modal energy can be estimated by

\[
\hat{E}_i = \frac{1}{2} \hat{\omega}_i^2 \hat{A}_i^2 \tag{23}
\]

where \( \hat{A}_i \) corresponds to the amplitude estimates, \( \hat{A}_i = 2|B_i| \). The residues \( B_i \) are calculated solving the Vandermonde problem using the \( z_i \) roots as

\[
B = (Z^H Z)^{-1} Z^H y \tag{24}
\]

where the complex matrix \( Z \) is formed using the roots \( z_i \), and \( y \) is the recorded signal of size \( N \).

**III. Graphical User Interface Structure**

This section encloses the implementation via Python.

**A. Python programming language**

Python is an interpreted high-level general-purpose programming language [20]. Its design philosophy emphasizes code readability with its use of significant indentation. Its language allows to construct logical code for small and large-scale projects [21], [22].

---

**Algorithm 2 Eigensystem Realization Algorithm.**

**Require:** Time-series data of recorded signal \( y(k) \) with \( N \) samples

**Ensure:** \( r = \frac{N}{2} - 1 \). \( \triangleright \) Where \( r \) is the size of the Hankel matrix \( H \), this choice assumes that the number of data points is sufficient such that \( r > n \)

1: To construct the Hankel matrix \( H_0 \) and its shifted Hankel matrix \( H_1 \) using the elements of the recorded data signal

2: To apply SVD to

\[
H_0 = U \Sigma V^T \tag{7}
\]

3: To separate \( H_0 \) into two components, a \( n \) large (nonzero in the case of noiseless measurements) and \( s \) small (zero in the case of noiseless measurements) singular values \( \triangleright \)

\[
H_0 = [U_n \quad U_s] \begin{bmatrix} \Sigma_n \quad 0 \\ 0 \quad \Sigma_s \end{bmatrix} \begin{bmatrix} V_n^T \\ V_s^T \end{bmatrix} \tag{8}
\]

4: To approximate the high-rank Hankel matrix \( H_0 \) by a reduced-rank \( n \) matrix

\[
H_0 \approx U_n \Sigma_n V_n^T \tag{9}
\]

5: To compute the discrete system matrix \( A \) \( \triangleright \)

\[
A = \Sigma_n^{-\frac{1}{2}} U_n H_1 V_n^T \Sigma_n^{-\frac{1}{2}} \tag{10}
\]

6: To compute \( z_i = \text{eig}(A) \)

**return** \( z_i \)

---

**Algorithm 3 Matrix Pencil method.**

**Require:** Time-series data of recorded signal \( y(k) \) with \( N \) samples

**Ensure:** \( r = \frac{N}{2} - 1 \). \( \triangleright \) Where \( r \) is the size of the Hankel matrix \( H \), this choice assumes that the number of data points is sufficient such that \( r > n \)

1: To construct \( H \) using the elements of the recorded data signal \( \triangleright \) This is similar as in the ERA method, \( H_0 \)

2: To apply SVD to

\[
H = U \Sigma V^T \tag{13}
\]

3: To define matrices \( V_1 \) and \( V_2 \)

\[
V_1 = [v_1 \quad v_2 \quad \cdots \quad v_{n-1}] \tag{14}
\]

\[
V_2 = [v_2 \quad v_3 \quad \cdots \quad v_n] \tag{15}
\]

4: To compute matrices \( Y_1 \) and \( Y_2 \)

\[
Y_1 = V_1^T V_1 \tag{16}
\]

\[
Y_2 = V_2^T V_1 \tag{17}
\]

5: To compute \( z_i = \text{eig}(Y_1 Y_2) \)

**return** \( z_i \)
Due to the Python inherent features (simple, intuitive, free and open source, portability, expansibility, embeddability, large and comprehensive standard libraries), this GUI is implemented considering an object-oriented programming (OOP) methodology, which it takes the following advantages:

- To provide a clear and ordered program structure.
- Easy maintenance and modification of existing code.
- To enhance the program modularity because each object exists independently and new features can be added easily without disturbing the existing ones.
- To present a good framework for code libraries where all supplied components can be easily adapted and modified.
- To impart code reusability.

B. Application

The goal of this toolbox is the analysis of a single signal or a set of signals obtained from events measured in electrical power systems, which can be synchrophasor data containing the same time-stamp. When a set of signals is considered, this must be obtained from the same event in the same system. The analysis methods embedded in this platform are: Prony, Matrix Pencil and Eigensystem Realization. These are integrated in the GUI allowing their execution in a simple way, enabling the provision of graphical and numerical results [23].

C. General structure and libraries

This application contains three main classes: Window1, Window2 and Window3. In turn, these classes correspond to three windows (objects) of the GUI, such as: Main Window, Edit Window and View Window, respectively. Classes 2 and 3 exchange information with class 1 which manage the data reception, settings, analysis and results.

This GUI is developed using mainly the Tkinter library for the graphical interface, Numpy and Scipy are employed as mathematical tools, and Matplotlib is used to plot all results. The flowchart of the general schematization for this GUI is enclosed in Fig. 1. The first step is to read the file with data samples from PMU or other devices providing the same time-stamp for all samples. These files must meet certain criteria in order to be read. Then, the configuration according to the criteria of each user needs to be established; if some errors or inconsistencies appear, then the application notifies the error being necessary to correct them for continuing with the execution of the GUI by clicking the button RUN. Afterwards, the application will collect all data verifying that everything is correct and it will show all numerical results in the results section.

D. Requirements for plugging new methods

Since the code implementation is structured using interconnected modules, the division of variables is easy to manipulate, allowing to correct, improve, and implement new actions to the application.

The requirements for the incorporation of new analysis methods are a few, but they must respect the pre-established criteria for the correct read and operation of the application.

The new function must have a different name to: Prony, MP, ERA, Multi-Prony, Multi-MP, Multi-ERA. These names are already used in the current application. The order and data type must be respected as def func_name(self, Y, N, dt, fct_method), whose input arguments are listed below:

- Y (float), numpy vector with n samples of the signal.
- N (integer), scalar value with the vector Y length.
- dt (float), scalar value with the sampling period.
- fct_method (float), numerical scalar value that may be provided from the interface.

The return of function values must be provided with the following syntax:

- modes (integer, scalar), calculated modes.
- mag (float, numpy matrix), calculated magnitudes, which depend on the input signal).
- ang (float, numpy matrix) calculated phase angles (deg).
- damp (float, numpy vector) calculated damping (1/s).
- freq (float, numpy vector) calculated frequency (Hz).
- damprat (float, numpy vector) damping ratio (%).
- energy (float, numpy vector) calculated energy (%).
- roots (float, numpy complex vector) calculated poles and zeros.

E. Settings

At the top of the main window is located the settings which are shown in Fig. 2. In this section, from left to right are the following elements:

- File button is the browser, allowed extensions *.csv or *.xlsx.
- Manual entry 1 (string), it allows to provide the path, name and extension of file to be read.
- Clear button, it clears all data and graphics of the main window.
- RUN button, it executes the analysis of the signal(s).
- Exit button, it exits of the application.
- Edit button, it displays graphical and numerical input data.

Fig. 1. Graphical user interface’s flow diagram.
North and Northeastern regions remained connected with the Central, Eastern, Western and Peninsular by just one TL, despite they were out of step and they rotated against each other. Thus, this sequence of events yielded that the power generation surpassed the load demand in the Northwestern, North and Northeastern causing a frequency excursion up to 61.14Hz that activated the stages of remedial action schemes; as consequence, several generators were tripped. Meanwhile the load demand surpassed the power generation in the Central, Eastern, Western, and Peninsular regions, dropping down the frequency up to 58.76Hz and activating the load shedding stages, as consequence of the low frequency. The system total affectation of power generation and load was of 8,696MW, representing 26% of the demand.

This example case consists of the recorded measurements in the mentioned event, which are collected by five time-synchronized frequency disturbance recorders (FDRs) located at the following locations: 1389-Monterrey (Northeastern), 1422-Mazatlan (Northwestern), 1378-Guadalajara and 1408-Morelia (both Western), and 1424-Chetumal (Peninsular). Numbers denote the ID code for the FDRs in the FNET/GridEye project. The collected measurements from five regions are illustrated in Fig. 3, where the measurements 1389, 1422 exhibited a frequency increment; whereas the measurements 1378, 1408 and 1424 presented a frequency drop. For this real event, the length of the analysis window is adopted of 20s, as shows in Fig. 4.

### F. Application example for a real system event in Mexico

In Mexico, there are four electrical systems that operate in isolation, Muleje, Baja California (BCA), Baja California Sur (BCS), and the National Interconnected System (NIS) which is the largest one. The total installed capacity is approximately 83,120MW with a maximum demand about 50GW in 2019. The NIS is a mesh system with radial connections towards the northwest and southeast. Its transmission level is mainly composed of transmission lines (TL) with operating voltages of 400kV, 230 kV and 130-69kV; and it covers from Quintana Roo to Sonora state, making up the main electrical power grid in Mexico. The NIS is split into 7 regions: Central, Eastern, Western, North, Northeastern, and Peninsular. For the sake of brevity, public official documents are available at [23].

On Dec 28th, 2020, two of the main TLs that interconnect the Northwestern, North and Northeastern regions with the Central, Eastern, Western and Peninsular regions were tripped provoking a cascade event. Due to the loading capacity of the TLs and the presence of power oscillations, the Northwestern,

---

2http://fnetpublic.utk.edu/index.html
summarizes all numerical results in a table and a graphical book with four tabs. The table shows all numerical results from the selected method, giving the option to select or deselect any of the calculated mode. In turn, this change will be represented in the graphic results book.

For this example, an ERA single-channel method is considered which is setup with a 60% of energy threshold. A visualization of the singular values associated with the Hankel matrix for the selected signals and the established configuration, is possible, as displays in Fig. 5. Where five signals are shown for all analyzed signals. The legend of Fig. 5 indicates the maximum number of modes to obtain, this can be reconfigured whether it is necessary to get a better approximation for known modes.

The result section is described into the following: the first tab depicts the original signal (continuous line) and its approximation (dashed line) in Fig. 6. After adding all calculated modes, the reconstructed signal matches very well to the original signal. The legend of Fig. 6 shows the signal-to-noise ratio (SNR) of the signal vs the approximation. This is useful to quantify the miss-match of the calculus and the capacity of the signal reconstruction.

The second tab of the graphic book is the Fourier spectrum. This graph is the only one that does not depend on the analysis method or any other configuration in the application. It is only to show the frequencies obtained after applying the Fourier analysis, and it provides a reference for our analysis. Continuing with the previous example, the Fourier spectrum is shown in Fig. 7, where all signals are shown without considering the signal selector.

The third tab of the graphic book is the mode shapes. To plot this feature, it is necessary to select Multi-channel analysis, since the computation of the mode shapes works with several signals at a time. This tab shows the forms of the calculated modes which are the vectors for all signals in the i-th mode. Mode shapes are typically exhibited in a polar plane, considering the signal with the higher magnitude as reference in magnitude and angle to normalize between 0 and 1. Fig. 8 depicts the result for the signal approximation modes consisting of two modes, where two frequencies at 0.315 and 0.602Hz can be observed, these match with those of the Fourier spectrum shown in Fig. 7.

The fourth tab of the graphical result book shows the calculated poles and zeros. Figure 9 depicts the result of the poles and zeros. Three dominant modes are obtained considering a 60.0% of the energy threshold; they are stable modes since are within the unit circle, unstable modes are symbolized by X.

The export of the attained results is done through the Export button in the main window. This button creates an Excel workbook in xlsx format with the latest solution information obtained from the application. The file is created in the same address as the application path, being named as results_dmm yyyy_hhmnss.xlsx, substituting day, month, year, hour, minute and second, respectively, in which the file was generated. The results’ file shows the numerical information of the analysis of the signal(s), where the first part indicates the settings and criteria for the analysis; whereas the second part
exhibits all dynamic parameters. Table I depicts the numerical results for the NIS real event, this can be exported in xlsx format; meanwhile graphical results can be saved in several formats (eps, pdf, png, etc). For this example, the execution time was of 0.01454s, meanwhile the total execution time was 0.5492s using an average time over 10 runs. These computations were done using Python 3.9 environment in a Windows 10 desktop with Intel(R) Xeon(R) CPU E5-1620 v4, 3.5 GHz, 32 GB RAM, and 64-bit.

### IV. CONCLUSION

This article presents the development of an open source platform to conduct ringdown analysis in power systems. The GUI application can effectively process signals stemming from multiple sensors or PMUs. This encloses a graphical user interface that has a very simple and intuitive interface, capable of analyzing a single-signal or multi-signals from the same event, with three different methods. It is also demonstrated that the GUI solves and presents results in short time. In turn, results can be numerically and graphically presented and exported in an easy way.

The modular way conceived to build this application is also shown, enabling the inclusion of other or new analysis methods by considering the guidelines and criteria necessary to add subroutines to the graphical interface. The major advantage of this application is its developed environment, since it allows any user that has the programming language installed on its PC, to run this application, do studies and implement other electromechanical identification methods in the same GUI (Python does not require licensing).
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