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Abstract—This paper proposes a novel strategy to precisely
extract modal patterns from non-stationary multi-component sig-
nals associated with electromechanical oscillations in large-scale
power systems. The strategy is composed of two stages: (i) a time-
frequency representation (TFR) method; and (ii) an energy-based
operator. The former is equipped with a multivariate and itera-
tive eigenvalue decomposition of the Hankel matrix (IEVDHM)
that captures the swing dynamics as a mono-component signal
criterion is fulfilled, meanwhile the latter instantaneously esti-
mates the modal information (damping and frequency) through
the discrete energy separation algorithm (DESA) that implements
the discrete-time energy operators derived from the Teager-Kaiser
energy operators (TKEO). The attained results and their compar-
isons with state-of-the-art techniques confirm the effectiveness and
performance of the proposed strategy to demodulate synthetic, sim-
ulated and real oscillating signals, even under high noisy conditions,
and to be a useful tool for off-line contingency analysis thanks
to the capability of differentiating concurrent modes with close
frequencies.

Index Terms—Electromechanical oscillations, eigenvalue
decomposition, Hankel matrix, non-stationary signals,
time-frequency representation.

I. INTRODUCTION

THE extraction of modal parameters in power systems af-
ter a large disturbance provides a paramount information
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for the situational awareness and decision-making process in
monitoring and control centers; since poor damped modes, or
even worse, negatively damped modes may lead to the system
separation or complete black out. This may also damage, in an
irreversible way, the generator’s rotors whose cost is very high
[1]. To ensure the correct monitoring of power systems around
the world, wide-area monitoring systems (WAMS) have been
implemented with the purpose of collecting electric parameters
such as frequency, voltages, currents, angles, powers through
phasor measurement units (PMUs) installed in different electric
substations [2]–[4]. Thus the more PMUs installed, the better
observability of the system.

The main feature of PMUs is that all measurements have their
own time stamp, allowing an analysis or comparison with other
PMU measurements [5]. Currently, most of WAMS are imple-
menting different digital signal processing techniques derived
from the information registered by the PMU, aiming to extract
modal information of the measured signals and determinate the
power system dynamic performance. So far, there are many
algorithms and mathematical methods to capture the necessary
information for monitoring the system. The goal of this paper
is focused on proposing an algorithm to analyze the signals
captured by PMUs in order to extract their modal information,
which is a valuable tool to improve situational awareness of
system operators to make correct control decisions.

The extraction of modal information in power systems has
been mainly focused by two approaches: model-based and
measurement-based methods. The former is focused on a lin-
earized model of the electric power system around an operat-
ing point, and the latter fits the measurements onto linear or
non-linear models [6], [7]. Such measurements are evaluated
by linear ringdown analysis methods (oscillatory response after
disturbance), which use strategies of digital signal processing for
identifying modal information (amplitude, frequency, damping
and phase).

Considering the increasing digitalization in power systems,
it is necessary to develop and implement the most accurate,
efficient, reliable and robust mathematical algorithms for the ad-
equate monitoring of its performance. Reaching these demands,
poses great challenges today due to the large number of options
available and limitations in hardware and software.
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A. State-of-the-Art

Most of the measured signals from dynamic systems as large
electric power systems are non-stationary, therefore they contain
time-varying parameters [8]. Consequently, the time–frequency
representation (TFR) emerges as a reliable tool that fulfills such
requirements showing frequency components and their features
at different time instants. It is useful to analyze non-stationary
signals in time and frequency domains making possible the
extraction of modal information [9].

The basic technique for time-frequency analysis of non-
stationary signals is a spectrogram, which is derived from short-
time Fourier transform (STFT) [10]. In the STFT method, a
signal can be considered as stationary within an analysis win-
dow. The spectrum analysis based on Fourier transformation is
applied to short-time windowed signals whose length of analysis
buffer in time is directly related to the frequency resolution.
This analysis provides poor resolution in the frequency-domain
but high time-resolution. Moreover, there is no standard rule for
determining the length and type of window function in the STFT
for the analysis of non-stationary signals. Therefore, the STFT
is not suitable for efficient analysis of non-stationary signals. To
overcome this resolution issue, the adaptive short-time Fourier
transform (ASTFT) has been proposed [11]. However, it was
observed that these techniques hinged on STFT are computa-
tionally expensive [12]. The afore-mentioned limitations are
overcome for non-stationary signal analysis by the wavelet
transform (WT) [13], [14]. Wavelet basis functions can be
considered adaptive window functions providing an alternative
way of signal analysis that can be performed for a given point in
time using many scales [15]. This multi-resolution property of
the WT solves the issue of fixed resolution in time and frequency
domains when fixed analysis windows are used [16], [17].

A different type of TFR is the Wigner-Ville distribution
(WVD) method [10], [18]. Theoretically, the WVD method ex-
hibits particularly good resolutions in both time and frequency.
It is highly suitable for mono-component linear frequency mod-
ulated signals. But, for nonlinear frequency modulated signals
and multi-component non-stationary signals, the WVD method
generates cross-terms which can be considered as a serious
disadvantage of this method [12], [19], [20].

Another time-frequency technique for non-stationary and
non-linear signal analysis is the Hilbert-Huang transform (HHT)
which decomposes a multi-component non-stationary signal
using the empirical mode decomposition (EMD) technique
[21], [22]. The mono-component signals drawn by the EMD
technique are known as intrinsic mode functions (IMFs). The
Hilbert transform (HT) is applied to these IMFs to compute
their amplitude envelope and instantaneous frequency. Both the
amplitude envelope and the instantaneous frequency of IMFs
are then employed to gain the HHT-based TFR. However, the
IMFs obtained by using the EMD method suffer from the mode
mixing issue, resulting in improper TFR [23]. Nevertheless,
different efforts as the proposal in [24] seek to overcome this
issue by enhancing the EMD method, this is known as ensemble
empirical mode decomposition (EEMD) and is proposed to deal
with noisy signal analysis, reducing the mode mixing issue [25].

In [26], a new adaptive method named variational mode
decomposition (VMD) is proposed aiming to determine the
relevant frequency bands adaptively by estimating the corre-
sponding modes concurrently and balancing errors among them.
This is achieved by reconstructing a given input signal x(t)
using constrained optimization techniques. Afterwards, [27]
introduces the identification of electromechanical oscillatory
modes in power systems. Its applicability is demonstrated in a
real WAMS and the instantaneous modal information is derived
via HT.

Alternatively, the instantaneous modal information of a signal
can also be extracted by the Teager-Kaiser algorithm [28]. Being
one of the most important characteristics, the ability to precisely
track the instantaneous frequency of the signal in those cases
where there are single sinusoidal components that are constant
or rapidly changing in frequency. Since the introduction of
the Teager-Kaiser energy operator (TKEO) together with its
continuous and discrete-time energy operators that allow pro-
viding instantaneous frequency and amplitude estimates via the
continuous and discrete energy separation algorithms (CESA
and DESA, respectively) [29], [30], numerous applications have
been reported, such as in power systems [31], where the detec-
tion issue of instabilities is addressed in a fast way. Such ap-
plications in the power system community have been limited to
detect low-frequency oscillations and to estimate the oscillating
frequency. Nevertheless, the authors have not found any prior
proposals in the literature for damping estimation via the energy
operators.

Besides the methods described previously, three well-known
linear methods stand out to perform a ringdown analysis, these
are the Prony’s method (PM), eigensystem realization algorithm
(ERA), and matrix pencil (MP), whose straightforward imple-
mentations are summarized in [6]. They are also employed to
identify electromechanical modes after a large disturbance takes
place in the system.

B. Contribution

In modern power grids, phenomena such as the sparsity
of the electrical networks with long transmission lines, weak
interconnections or highly loaded corridors limiting the power
transfer, may lead to trigger the undesirable presence of lightly
damped electromechanical oscillations, making their study a
critical aspect for planning and operation [6]. Thus, these phe-
nomena contribute to decrease the oscillatory stability of modern
power systems, causing major transients due to the presence
of nonlinear and non-stationary components which can not
be analyzed by traditional linear analysis methods [6]. In this
context, this paper takes advantages of the recent advances in
nonlinear and non-stationary time-frequency analyses to study
and characterize complex oscillatory phenomena.

The novelty of this investigation lies in proposing a new
TFR for non-stationary multi-signal analysis which performs
a multivariate form of the iterative eigenvalue decomposition
of the Hankel matrix (IEVDHM) method, instead of univariate
as in [9]; also the multivariate IEVDHM is followed by a
multivariate DESA implementation that facilitates the extraction
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of instantaneous modal parameters, instead of the Hilbert
estimation. Thus, our contribution introduces the multivariate
IEVDHM-DESA method in the power system literature.

Besides its successful and recent implementation of the uni-
variate IEVDHM technique in different fields (biomedical engi-
neering, speech signals and time-series forecasting) [32]–[35],
its capability to provide mechanisms to analyze and characterize
nonlinear oscillating signals and non-stationary processes moti-
vates us to bring it into the power system community as a pow-
erful tool to properly and precisely achieve TFRs, specifically
in the identification of modes with electromechanical nature.

Furthermore, thanks to a multi-channel Hankel form followed
by the extraction of significant information conveyed by the
SVD and its orthogonality property, our proposal achieves a
multi-variate approach and enables deriving a reduced-order
Hankel matrix to next gain all mono-component signals, and in
turn, these mono-components are processed using the discrete-
time energy operators and the DESA to instantaneously obtain
modal parameters (frequency and damping). Thus, this research
also exploits the advantages of the energy operators beyond the
detection of low-frequency oscillations and the estimation of the
oscillating frequency [31]. This is done by incorporating high
order energy operators to the signal model, interpreting their
physical meaning (the second, third and fourth order energy
operators are referred as position, velocity, and acceleration),
and relating the energy operators to the changes in frequency
and damping (not only frequency and amplitude) [30], [36],
[37].

The potential and effectiveness of the proposed strategy
(IEVDHM-DESA) are unveiled and tested under simulated and
real data environments, where high noisy conditions and a
recorded real event of an actual WAMS are considered. Finally,
our proposal exposes accurate approximations in extracting
modal information, as well as low computational burden in
comparison with the well-known Prony method.

C. Structure of the Paper

The remaining sections of the paper are structured as follows.
Section II presents a complete description of the IEVDHM
method to process single and multiple channels. Section III
describes the fundamentals of the energy separation algorithm
based on the Teager-Kaiser energy operator for continuous
and discrete time. Section IV exhibits the performance of the
IEVDHM-DESA-based strategy for time-frequency analyses in
synthetic, simulated, and real signals. Finally, the concluding
remarks are summarized in Section V.

II. ITERATIVE EIGENVALUE DECOMPOSITION OF

HANKEL MATRIX

In this section, an iterative approach to decompose a set of
multi-component non-stationary signals into mono-component
signals is proposed to extract the oscillatory characteristics of
each mono-component such as frequency and damping. The
proposed is an iterative approach based on repeatedly per-
forming eigenvalue decomposition (EVD) of the Hankel matrix
(HM), initially constructed from the samples of a set of multi-
component signals.

A. Extraction of Components From a Multi-Component Signal

Since Prony’s method was developed [38], the power system
measured response’s signals can generally be described as the
sum of K primitive signals with amplitude and frequency mod-
ulations as

s(n) =

K∑
k=1

Ake
σkncos(2πfkn+ φk) (1)

whereAk, fk,σk, andφk are the amplitude, frequency, damping,
and phase of the k-th signal component, respectively.

For the extraction of components from a multi-component
signal described as in (1), the square Hankel matrix H of size
N ×N and consisting of 2N − 1 elements can be constructed
from the signal s(n)which is spanningN samples as in [9]. This
is represented as follows:

H =

⎡
⎢⎢⎢⎣

s(0) s(1) · · · s(N − 1)
s(1) s(2) · · · s(N)

...
...

. . .
...

s(N − 1) s(N) · · · s(2N − 2)

⎤
⎥⎥⎥⎦ (2)

where n = 0, 1, . . .,M − 1,M ≥ 2N − 1 and N is an even
number. Thus, the square Hankel matrix constructed from a
real signal will be a symmetric matrix, i.e. H = HT , where
T denotes the transpose operator. The EVD of the square matrix
H can be expressed as [9]

H = VΛVT (3)

where Λ is a diagonal matrix with N real eigenvalues λi,
i = 1, 2, . . ., N . V is an orthogonal matrix that consists of real
eigenvectors such that vi · vj = 0.

The EVD of the square matrix H results in 2K nonzero
eigenvalues (≥ 0) and the corresponding eigenvectors are or-
thogonal for j �= k. Accordingly, the 2K eigenvalues and their
corresponding eigenvectors are respectively expressed as

λs,(2k+r−2) = λsk,r (4)

vs,(2k+r−2) = vsk,r (5)

for r = 1, 2.
Thus, the k-th mono-component signal of s(n) can be ex-

tracted by creating a modified eigenvalue diagonal matrix Λ̃sk

that preserves only the k-th non-zero eigenvalue pair of Λ as
follows:

Λ̃sk = diag(0, . . ., 0, λs,2k−1, λs,2k, 0, . . ., 0) (6)

wherediag(·)denotes the diagonal matrix and the Hankel matrix
H̃sk is defined by [32]

H̃sk = VΛ̃skV
T

= λs,kvkv
T
k + λs,N−k+1vN−k+1v

T
N−k+1 (7)

whereN ≥ Fs/ΔFs,min, withFs andΔFs,min standing for the
sampling frequency and the minimum frequency separation be-
tween the components of s(n). Then, the k-th mono-component
signal of s(n) is extracted by taking the mean of elements of
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skew diagonals of H̃sk as follows [32]:

ŝk(n) = mean

⎛
⎝∑

j

∑
i

H̃sk(i, j)

⎞
⎠ (8)

with the constraint that i+ j = n+ 2 and i, j = 1, . . . , N .
Thus, each extracted component ŝk(n), ∀k is checked for the

mono-component signal criteria (MSC) defined as follows [9]:
1) The magnitude of the difference between the number

of zero crossings Nzc and the number of local extrema
Nle (local minima and local maxima) of the extracted
component denoted by Dn = |Nzc −Nle|, which can be
equal to zero or one.

2) The number of significant eigenvalues pairs λs obtained
by performing the EVD to the Hankel matrix and denoted
by Dr = λs is equal to one.

If an extracted component of s(n) does not satisfy the MSC,
the process of constructing the Hankel matrix performing EVD
and component extraction using (3), (6) and (7), referred as
‘Iteration’, is repeated by treating the extracted component as
a multi-component signal for the next Iteration. The iterations
are repeated until all extracted components of s(n) comply with
the MSC. Thanks to the iterative performed by the IEVDHM
method and the selection of the largest eigenvalue is defined as
criterion, spurious modes do not appear.

B. Extraction of Components From Multiple Signals

The multivariate representation of the IEVDHM method con-
siders multiple output channels shaped in the following matrix
form:

Sm = [s{1} s{2} · · · s{q} · · · s{m}] (9)

where Sm ∈ �N×m is shaped by m column arrays correspond-
ing to single channels, and the q-th column is denoted by a single
signal as s{q} = [s(0) s(1) · · · s(N − 1)]T .

Once each output channel corresponding to PMU signals is
assembled into Sm, a block Hankel matrix H̃m ∈ �mN×N is
built using submatrices Hankel Hm ∈ �N×N for each single
channel, as follows:

H̃m = [H1 H2 · · · Hm]T (10)

Then, (10) can also be expressed in terms of the samples
contained in Sm, as:

H̃m =

⎡
⎢⎢⎢⎣

sm(0) sm(1) · · · sm(N − 1)
sm(1) sm(2) · · · sm(N)

...
...

. . .
...

sm(N − 1) sm(N) · · · sm(2N − 2)

⎤
⎥⎥⎥⎦
T

(11)

To extract the significant information of the assembled Hankel
matrix, a singular value decomposition (SVD) is applied to H̃m

which is given by

H̃m ≈ ŨΣ̃ṼT (12)

where Ũ ∈ �N×mN , and Σ̃ ∈ �mN×N , and Ṽ ∈ �N×N con-
tains in its diagonal N real eigenvalues σi, i = 1, 2, . . ., N . The

application of SVD over the block Hankel matrix (H̃m) for
multiple signals allows our proposal to extract the significant
information from multiple signals assembled into the data matrix
(Sm), this is due to the orthogonality property of SVD. Thus,
we adopt a hybrid multivariate analysis using SVD and EVD,
since it enables deriving a reduced-order Hankel matrix (H̃red

m,k)
to next evaluate the MSC criteria for all mono-component sig-
nals, and also it allows to simplify the analysis performed by
EVD to only the signals with the higher energy. Then, the first
k-th singular values are selected by using their magnitudes as
criterion, resulting in a reduced-order Hankel matrix such that

H̃red
m,k = ṼΣ̃

red

m,kṼ
T (13)

By taking advantage of the orthogonality in matrix Ṽ, a set
of k matrices Hankel is derived per singular value from (13),
resulting in:

H̃red
m,k = σm,1v1v

T
1 + σm,2v2v

T
2 + · · ·+ σm,kvkv

T
k (14)

Afterwards a modal decomposition can be applied to the k-th
square matrix σm,kvkv

T
k , in a similar way than in (7), and the

iterative process in (8) can be conveyed preventing the presence
of spurious contributions. Thus, the reduced matrix contains the
samples of the k-th mono-components that closely represent
the underlying electromechanical dynamics of the system in an
optimal set of mono-component estimates. Next iterations are
similar to the multi-component signal in Section II-A.

III. FUNDAMENTALS OF THE ENERGY SEPARATION

ALGORITHM BASED ON THE TEAGER-KAISER ENERGY

OPERATOR

Once the oscillating modes are correctly estimated by the
multi-dimensional IEVDHM, the instantaneous modal features’
extraction for the k-th mode represented by sk(t) may be es-
timated via the Teager-Kaiser energy operator (TKEO). This
nonlinear energy operator for continuous-time and discrete-time
signals was developed by Teager [39] and subsequently in-
troduced systematically by Kaiser [28]. The TKEO is highly
effective for numerous applications including the development
of the energy separation algorithm (ESA) for demodulating
AM-FM signals, tracking speech modulations, and detecting
events in non-stationary signals.

A. Continuous-Time Energy Separation

In continuous-time, the TKEO is applied to the estima-
tion of amplitude and frequency using the CESA. Thus, the
continuous-time energy operator must be defined for the k-th
mono-component signal in (1) (with t = n/Fs) such that [30]

Ψ[ŝk(t)] = [ ˙̂sk(t)]
2 − ŝk(t)¨̂sk(t) (15)

where ˙̂sk(t) and ¨̂sk(t) are the first and second derivatives of
ŝk(t), respectively. Then, applying Ψ to ŝk and ˙̂sk, yields [30]

Ψ[ŝk(t)] = A2
kω

2
ke

2σt

Ψ[ ˙̂sk(t)] = A2
kω

4
ke

2σt

(
1 +

σ2
k

ω2
k

)
(16)
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Now, assuming that the mode is lightly damped, i.e.
(σk/ωk)

2 << 1, the instantaneous frequency (ωk) and ampli-
tude (Ak) can be estimated by the CESA as [30]:

ωk(t) ≈
√

Ψ[ ˙̂sk(t)]

Ψ[ŝk(t)]
= ωk

√
1 +

σ2
k

ω2
k

|Ak(t)|eσkt ≈ Ψ[ŝk(t)]√
Ψ[ ˙̂sk(t)]

=
|Ak(t)|eσkt√

1 +
σ2
k

ω2
k

(17)

Thus, the damping estimate may be computed as

σ̂k(t) = −1

2

d logΨ[sk(t)]

dt
(18)

and the frequency estimate as

f̂k(t) =
ωk(t)

2π
(19)

B. Discrete-Time Energy Separation

Similarly, the discrete-time energy operator for thek-th mono-
component signals in (1) must also be defined as [30]:

Ψ[ŝk(n)] = ŝ2k(n)− ŝk(n− 1)ŝk(n+ 1) (20)

where the derivatives ˙̂sk are replaced by 2-samples backward
(or forward) differences.

Thus, the discrete energy operator applied to ŝk results in the
following [30]

Ψ[ŝk(n)] = A2
k sin

2 (Ωk) (21)

where Ωk = ωkT and T denotes the sampling period.
Likewise, the discrete energy operator for the first derivative

of ŝk(t) using a backward difference approximation becomes
[30]

Ψ[rk(n)] = 4A2
k sin

2 (Ωk/2) sin
2 Ωk (22)

where

rk(n) = ŝk(n)− ŝk(n− 1) (23)

is the two-sample backward difference of ŝk(t).
The expression in (22) may be combined with (21) and used

to obtain the following expression

Ψ[rk(n)]

2Ψ[ŝk(n)]
= 2 sin2 (Ωk/2) = 1− cos (Ωk) (24)

Now, considering the above expressions, the DESA allows
estimating instantaneous frequency and envelope which are
expressed by [30]

Ωk(n) ≈ arccos

(
1− Ψ[rk(n)]

2Ψ[ŝk(n)]

)
(25)

Ak(n) ≈
√√√√ Ψ[ŝk(n)]

1−
(
1− Ψ[rk(n)]

2Ψ[ŝk(n)]

)2 (26)

C. Damping Estimate With Third-Order Energy Operators

In [36], new nonlinear operators differential in continuous-
time and quadratic in discrete-time are presented to provide
higher-order energy measurements. Accordingly, the third-order
energy operator is adopted aiming to estimate the energy dis-
sipation rate in damped oscillations in (1), since it represents
a velocity operator that is suitable to track the changes in
amplitude and phase with respect to the signal model in (1) and
these changes are associated with damping and frequency. It is
noteworthy to remark that the second and fourth order energy
operators are related to position and acceleration, respectively.
Thereby, the lth-order discrete energy operator is defined by
[36]:

Ψl[ŝk(n)] = ŝk(n)ŝk(n+ l − 2)− ŝk(n− 1)ŝk(n+ l − 1)
(27)

Thus, for l = 3 the third-order discrete energy operator results
in

Ψ3[ŝk(n)] = ŝk(n)ŝk(n+ 1)− ŝk(n− 1)ŝk(n+ 2), (28)

and l = 2 corresponds to the discrete-time energy operator in
(20), Ψ2[ŝk(n)] = Ψ[ŝk(n)].

The mono-component signals’ discrete energy equations in
the form of (1) are denoted by [36]

Ψl[ŝk(n)] = A2
ke

2σkn+l−2 sinΩk sin [(l − 1)Ωk] (29)

So, for l = 2 and l = 3, this becomes

Ψ2[ŝk(n)] = A2
ke

2σn sin2 Ω

Ψ3[ŝk(n)] = A2
ke

2σk+1 sinΩk sin (2Ωk) (30)

Notice that

Ψ3[ŝk(n)]

2Ψ2[ŝk(n)]
= eσk cosΩk (31)

Meanwhile the damping may be estimated as

σ̂k(n) = log

(
Ψ3[ŝk(n)]

2Ψ[ŝk(n)]−Ψ[rk(n)]

)
(32)

Summarizing both frequency and damping ratio estimates can
be computed as

f̂k(n) =
Ωk(n)

2πTs
(33)

and

ζ̂k(n) =
σk(n)

Ωk(n)
, (34)

respectively, where Ts is the sampling period.
Finally, the signal decomposition into mono-component sig-

nals is tackled by the IEVDHM technique aiming to estimate
electromechanical modes from oscillatory signals. On the other
hand, the instantaneous modal parameters’ extraction is drawn
by the DESA using (33)–(34).

Thus, the complete process to extract the modal features via
IEVDHM-DESA is depicted by the flowchart in Fig. 1. To ex-
tract the mono-component signals contained in multiple signals
stemming from PMUs, firstly, these signals are assembled into
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Fig. 1. Flowchart for applying the multivariate IEVDHM-DESA method to
multiple output channels.

a matrix form according to (9). Afterwards, a block Hankel
matrix using submatrices Hankel with the samples of each signal
in (9) is constructed, as can be seen into (10)–(11). Now, to
apply the EVD method for the first iteration, a reduced-order
Hankel matrix is obtained by applying the SVD technique to the
block Hankel matrix. This allows us to obtain a square Hankel
matrix. Later, (6)–(8) are used to extract the mono-component
signals. For the next iterations, the new Hankel matrices (one for
each mono-component) are shaped using the samples of each
mono-components extracted by (8) and constructed using (2),
all this process is carried out in the iterative process until the
MSC criterion is fulfilled for each extracted component. Once
all mono-components are extracted, instantaneous modal pa-
rameters for each mono-component signal are estimated via the
DESA using (33) and (34) for frequency and damping estimates,
respectively.

IV. PERFORMANCE OF THE IEVDHM-DESA STRATEGY FOR

ELECTROMECHANICAL MODES IDENTIFICATION

To assess the performance of the multivariate IEVDHM-
DESA strategy for modal identification; synthetic, simulated and
real signals have been used to confirm the effectiveness of the
proposal. These three test cases consist of: (i) multiple synthetic
signals with three different modes and different damping levels;
(ii) the New England power system; and (iii) a real power system
event in the National Interconnected System (NIS) of Mexico.
They are described in the following and compared with the Prony
method and the well-known HHT due to its performance to
decomposes non-linear and non-stationary signals [22].

A. Application to Multiple Synthetic Signals (Multivariate
Analysis)

To demonstrate the multivariate performance of the proposed
method and considering conditions for different damping ratio
levels, where both damping ratio and frequency are exactly
known, let’s use multiple oscillating signals composed of the
sum of the combined amplitude modulated (AM) primitive

TABLE I
PARAMETERS FOR MULTIPLE SYNTHETIC MIXED SIGNALS

(MULTIVARIATE ANALYSIS)

Fig. 2. Multiple synthetic signals (top plot) and their Fourier spectra
(bottom plot).

signals, as follows:

s1(t) =
3∑

k=1

Ake
σktcos(2πfkt+ φk)

s2(t) =
6∑

k=4

Ake
σktcos(2πfkt+ φk)

s3(t) =

9∑
k=7

Ake
σktcos(2πfkt+ φk) (35)

All parameters for signals s1, s2 and s3 are summarized in
Table I.

All multiple synthetic signals according to (35) and Table I are
depicted in Fig. 2, where a DC component of 20 is also included.
They contain the modal information indicated in Table I and their
three modal frequencies can be seen in the Fourier spectra of the
bottom plot of Fig. 2. Moreover, they are also polluted with white
Gaussian noise (WGN) to achieve 15 dB of signal-to-noise ratio
(SNR), and they use 60 Hz of sampling rate. Damping values in
Table I represent medium, poor, and well-damped level modes,
respectively.

By applying the proposed IEVDHM-DESA strategy in Fig. 1,
mono-component signals are extracted from multiple oscillating
signals through the multivariate IEVDHM method. To this end,
all signals are assembled as in (9) and they are also used to con-
struct a block Hankel matrix using (11), where a reduced-order
matrix is obtained by means of SVD. Then, mono-component
signals are extracted in an iterative way by employing (3), where
for the first iteration the square reduced-order matrix Hankel is
used, subsequently (6)–(8) are used. The next Hankel matrices
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Fig. 3. Estimations of exponentially damped mono-components via the mul-
tivariate IEVDHM approach.

Fig. 4. Fourier spectra for exponentially damped mono-components: top plot
using multivariate IEVDHM method and bottom plot using EMD method.

in the iterative process are formed using the mono-components
extracted by (8) and using (2). Notice that this process is stopped
when the MSC criterion is fulfilled for each extracted component
as shown in Fig. 3. In a second stage, instantaneous modal
parameters for each mono-component signal are also identified
via the DESA, making use of (33) and (34) for achieving the
frequency and damping estimations, respectively.

Notice that all multiple synthetic signals in the top plot of
Fig. 2 are decomposed just into four components after conduct-
ing the multivariate analysis by the IEVDHM technique. So,
Fig. 3 exhibits a DC component in the top plot, which is followed
by modes with frequency components at 0.26, 0.43, and 0.64 Hz
in the subsequent plots.

After evaluating the decomposition in time domain, the
Fourier spectrum can also confirm the performance of the pro-
posal in frequency domain. This is done by taking the Fourier’s
spectrum over mono-components captured by the multivariate
IEVDHM approach, resulting in the top plot of Fig. 4, where
the spectra for all mono-components are practically the same for
the spectra of all synthetic signals in the bottom plot of Fig. 2.
As can be observed, all three frequency spectra associated with
the mono-components identified match with those frequency

Fig. 5. Estimation of synthetic signal and IMFs representing mono-
components through the EMD technique.

TABLE II
COMPARISONS BETWEEN THE IEVDHM-DESA, HHT, AND PRONY

TECHNIQUES APPLIED TO A SYNTHETIC OSCILLATORY SIGNAL

components contained in the synthetic signals in (35). For that,
the Fourier spectra are performed by removing the mean. It is
noteworthy to remark that the multivariate IEVDHM method
does not require detrending.

For comparison purposes, now the univariate EMD technique
in [22] estimates the IMFs for the first signal in (35), resulting in
seven mono-component signals, as displays in Fig. 5, where the
IMFs 4-5 represent the dominant oscillatory components of the
first synthetic signal in (35), whereas IMFs 1-3 and 6 are spurious
modes, and IMF 7 contains the residue of the EMD algorithm
which matches with the DC-component. In frequency domain,
the bottom plot of Fig. 4 depicts the Fourier spectrum for IMFs
4-6 where it is noticed that the frequency of 0.64 Hz is missing. In
this regard, the well-known Prony analysis is also applied to the
first signal of (35) for comparing with our proposal, which it is
implemented by means of a high-order Prony model fit (100th),
then a lower order model is extracted retaining the dominant
pairs of poles between 0.1 and 1 Hz [40]. This analysis results
in four dominant modes in Table II, where the presence of a
spurious mode is evident in the last row due to the added WGN
to the synthetic signals.

Then, modal features are drawn by the DESA which depends
on the discrete energy operators [30], [36]. Thus, instantaneous
estimates of frequency fk(t) and damping ratio ζk(t) for the
swing modes are illustrated in the top plots of Figs. 6 and 7,
respectively. In contrast, the Hilbert transform [27] enables to
gain instantaneous parameters that are depicted in the bottom
plots of Figs. 6 and 7. Notice that the DESA outperforms the
HHT estimates in both damping and frequencies. This fact is
quantitatively summarized in Table II, where the comparison
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Fig. 6. Instantaneous frequency: top plot using the multivariate IEVDHM-
DESA strategy and bottom plot using the HHT method.

Fig. 7. Instantaneous damping ratio: top plot using multivariate IEVDHM-
DESA method and bottom plot using HHT method.

between the multivariate IEVDHM-DESA estimate and the
actual values of the synthetic signals in (35) are shown. The
instantaneous parameters for both the multivariate IEVDHM-
DESA and HHT methods are obtained by taking their average
value. It is noticeable the presence of slight deviations in the
damping estimations for the proposed technique, since the signal
model approximation is intrinsically affected by the energy of
the modes; likewise it is noteworthy that different damping levels
in the electromechanical modes affect each other.

Since all modal information is available thanks to the time-
frequency representation achieved by the multivariate IEVDHM
and the extraction of dynamic patterns performed by the DESA,
the multivariate IEVDHM-DESA’s instantaneous frequency
spectrum for all three modes contained in the synthetic mixed
signals can be illustrated in Fig. 8. The vertical color bar
indicates the normalized instantaneous energy at each point
in the reconstructed mode (ŝk) which is derived as Ek(t) =
1/2 ∗ (Ω2

k ×A2
k). The first mode (ŝ1) captures the effect at

0.26 Hz representing a medium-damped level mode of 5%
(σ1 = 0.0817), showing that its energy progressively decrease
as the oscillation diminishes. The poor-damped level mode (ŝ2)
reveals its frequency component at 0.43 Hz with a σ2 value of

Fig. 8. Time-frequency representation for the modes contained into the syn-
thetic mixed signals by using the multivariate IEVDHM-DESA spectrum.

TABLE III
ABSOLUTE ERROR FOR THE IEVDHM-DESA, HHT, AND PRONY METHODS IN

CONTRAST TO THE ACTUAL DAMPING AND FREQUENCY VALUES

0.0081, exhibiting significant changes in the energy after 10 s.
The IEVDHM-DESA spectrum of the third mode (ŝ3) displays
the well-damped level of 10% (σ3 = 0.4021), it also exhibits
the complete attenuation of the mode before 10 s, which can be
correlated with the third plot in Fig. 3.

Finally, the absolute error of each method in Table III is taken
employing the actual values as reference to exhibit the perfor-
mance of the method in the condition with changing damping
ratio, where damping ratio is exactly known. Despite the high
accuracy of the Prony analysis for the first three dominant modes,
this also provides a fourth mode in the selected frequency range
due to the added WGN.

B. Application to the New England Power Grid

In this section, the IEVDHM-DESA strategy for multiple
channels is applied to simulated signals obtained from the well-
known 16-machine test power system, which contains 68-bus in
[41]. Emphasis is made on the electromechanical modes with
lower frequency, conventionally associated with inter-area os-
cillations. To this end, transient stability simulations are carried
out using s_simu function in the power system toolbox (PST).
In this simulation, a 3-cycle three-phase short-circuit is applied
to bus 16 (Medway substation) exciting the system dynamics,
which is cleared tripping the interconnection line with bus 15
(Sherman Rd. substation).

According to the location of the measurements, three analysis
scenarios are derived from simulation, thereby measurements
are taken at: (S1) all generator rotor angle speeds are considered;
(S2) all angular differences among voltage angles of the nearest
bus to every generator, as results of the participation factors
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Fig. 9. Three analysis scenarios for the New England grid. (a) Scenario S1,
(b) scenario S2, and (c) scenario S3.

Fig. 10. Fourier’s spectra for the three scenarios. (a) Scenario S1, (b) scenario
S2, and (c) scenario S3.

(only those associated with the rotor angle speed) that are greater
than 0.2 in the small-signal analysis (SSA); and (S3) all angular
differences among voltage angles of the buses at each tie-line
among areas.

In all three scenarios, signals are also contaminated with
WGN, achieving an SNR of 15 dB, as can be seen in Fig. 9.
Afterwards, Fourier spectra are taken, resulting in three inter-
area modes for all scenarios at 0.3726, 0.5759, and 0.8286 Hz,
which can be identified in Fig. 10.

The application of the multi-dimensional IEVDHM algorithm
described in Section II-B is carried out over the aforemen-
tioned scenarios, gaining an optimal set of mono-component
signals that closely represent the underlying electromechanical
dynamics of the system. To quantitatively contrast the proposal
against the HHT (only for generator G1), VMD, and multi-Prony
techniques, the scenario S1 is analyzed resulting in the modes
summarized in Table IV, when the inputs of the methods are
generator’s rotor angle speeds. For this scenario, all techniques
behave in accordance to the frequencies in the Fourier spectra.

For the sake of brevity, scenario S2 is only exhibited in
Figs. 11, 12. Where the plots (a)-(c) of Fig. 11 show the ex-
traction in time of three dominant oscillatory modes at 0.3776,
0.5793, and 0.8263 Hz, which match with those captured by the

TABLE IV
MULTI-DIMENSIONAL IEVDHM-DESA COMPARED AGAINST THE HHT, VMD

AND MULTI-PRONY METHODS IN SCENARIO S1

Fig. 11. Optimal set of modes in scenario S2. (a) Mode at 0.3776 Hz. (b) Mode
at 0.5793 Hz. (c) Mode at 0.8263 Hz. (d) Fourier’s spectra for each mode.

Fig. 12. Instantaneous modal estimates provided by the IEVDHM-DESA
strategy (top plot the frequency and bottom plot the damping ratio) for the
interarea modes in scenario S2.

Fourier spectra in Fig. 10. To corroborate the correct decom-
position in frequency, Fourier’s spectra for the optimal set of
mono-component signals are displayed in the plot (d) of Fig. 11,
demonstrating that the signal decomposition in frequency do-
main is quite precise since the modal information also matches
with that in Fig. 10.

Fig. 12 depicts the instantaneous global frequency (top plot)
and damping ratio (bottom plot) in scenario S2, this modal
information is extracted from the analyzed signals using the
DESA by applying (33) and (34), respectively. Smooth fre-
quency estimates are displayed. Slight deviations in damping
estimations are affected by the presence of different damping
levels and the energy of the modes.
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TABLE V
COMPARISON BETWEEN MULTI-DIMENSIONAL IEVDHM-DESA AND

MULTI-PRONY METHODS IN SCENARIOS S2 AND S3

Comparisons between the proposed method and the multi-
Prony analysis are established in Table V, when input signals
are based on scenarios S2 and S3. The Prony analysis has been
implemented for processing multiple channels. It is noteworthy
that the IEVDHM-DESA strategy precisely captures all three
dominant modes in the New England power grid. Regarding the
Prony approach, spurious modes are identified at 0.2141 and
0.4427 Hz in scenarios S2 and S3, due to the added WGN to the
simulated signals.

C. Application to a Real System Event in the NIS of Mexico

In Mexico there are four electrical systems that operate in
isolation, Muleje, Baja California (BCA), Baja California Sur
(BCS), and the NIS which is the largest one. The total installed
capacity is approximately 83,120MW with a maximum demand
about 50GW in 2019. The BCA system is interconnected to
the California ISO (CAISO) through two synchronous 230 kV
transmission lines (TL).

The NIS is a mesh system with radial connections towards the
northwest and southeast. Its transmission level is mainly com-
posed of TLs with operating voltages of 400 kV, 230 kV and 130-
69 kV. This system covers from Quintana Roo to Sonora state,
making up the main electrical power grid in Mexico, and it is split
into 7 regions: Central, Eastern, Western, Northwestern, North,
Northeastern, and Peninsular. It also has six trade international
interconnections: (i) there are four asynchronous connections in
the Northeastern region with the Electric Reliability Council of
Texas (ERCOT) in USA by four tie-lines with 436MW capacity;
(ii) there is one synchronous connection in the Eastern region
with Guatemala via one tie-line with 240MW capacity; and (iii)
there is also one synchronous connection in the Peninsular region
with Belize by one tie-line with 55MW capacity. For the sake
of brevity, public official documents are available at [42].

On Dec 28th, 2020 two of the main TLs that interconnect
the Northwestern, North and Northeastern regions with the
Central, Eastern, Western and Peninsular regions were tripped
provoking a cascade event that tripped other TLs, such as the
interconnection with Guatemala. Due to the loading capacity of
TLs and the presence of power oscillations, the Northwestern,
North and Northeastern regions remained connected with the
Central, Eastern, Western and Peninsular by one TL. Thus, this
sequence of events yielded that the power generation surpassed
the load demand in the Northwestern, North and Northeastern,
causing a frequency excursion up to 61.14 Hz that activated
the stages of remedial action schemes to trip generation derived
from high frequency. Meanwhile the load demand surpassed

Fig. 13. Frequency measurements captured by 5 FDRs and 1 PMU in the
NIS. (a) Real event measurements. (b) Ringdown analysis and (c) their Fourier’s
spectra.

the power generation in the Central, Eastern, Western, and
Peninsular regions, dropping down the frequency up to 58.76 Hz
and activating the load shedding stages as a consequence of
the low frequency. As a result, the total affectation of power
generation and load reached 8,696MW, representing 26% of the
demand [42].

This case comprises the recorded measurements in the men-
tioned event, which are collected by five time-synchronize fre-
quency disturbance recorders (FDRs) and a PMU installed in
the following locations: 1389-Monterrey (Northeastern), 1422-
Mazatlan (Northwestern), 1378-Guadalajara and 1408-Morelia
(both Western), and 1424-Chetumal (Peninsular), and PMU-
Chiapas (Eastern). Numbers denote the ID code for FDRs in
the FNET/GridEye project.1 The collected measurements from
five regions are illustrated in Fig. 13(a), where the measurements
1389, 1422 exhibited a frequency increment, whereas the mea-
surements 1378, 1408, 1424, and Chiapas presented a frequency
drop. For this real event, the length of the window analysis is
adopted of 20 s, as shown in Fig. 13(b). Likewise, their Fourier’s
spectra are displayed in Fig. 13(c), where two oscillating modes
are indicated at 0.32 and 0.60 Hz.

Once the measurements are available, the multi-dimensional
IEVDHM-based time-frequency analysis is accomplished find-
ing two dominant modes, as depicted in the plots (a)-(b) of
Fig. 14, where it is noticeable decaying amplitudes and homoge-
neous frequencies in each mono-component in the time domain.
In the frequency domain, Fourier’s spectra of the optimal set of
mono-component signals are illustrated in the plot (c) of Fig. 14,
where the precise TFR of multi-component non-stationary sig-
nals attained can be observed, where two inter-area modes are
separated into mono-component signals.

The extraction of instantaneous modal parameters achieved
by the DESA results in two dominant modes, as illustrated in
Fig. 15, where instantaneous modal frequencies and instanta-
neous damping ratios are shown in the top and bottom plots,
respectively. Notice that both precisely match with those cap-
tured by the FFT in Fig. 13(c).

1[Online]. Available: http://fnetpublic.utk.edu/index.html
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Fig. 14. Optimal set of modes for a NIS real oscillatory event. (a) Mode at
0.3124 Hz. (b) Mode at 0.5962 Hz. (c) Fourier’s spectra for each mode.

Fig. 15. Instantaneous modal estimates provided by the IEVDHM-DESA
strategy (top plot the frequency and bottom plot the damping ratio) for modes
at 0.3124 Hz and 0.5962 Hz in the Mexican Interconnection.

TABLE VI
COMPARISON BETWEEN THE MULTI-DIMENSIONAL IEVDHM-DESA AND

HHT METHODS APPLIED TO THE NIS POWER GRID

For comparison purposes, the real oscillating signal stem-
ming from the unit 1424 is also decomposed by the EMD
technique, then its IMFs are extracted and their instantaneous
modal parameters are estimated by the HT. Table VI summarizes
the average values of instantaneous frequencies and damping
ratios for both the multi-dimensional IEVDHM-DESA and HHT
techniques. When the multi-Prony analysis is performed, two
modes are correctly identified as depicts in Table VI, however
the existence of other 6 spurious modes with different damping

Fig. 16. Sensitivity analysis for different: (a) noise levels and (b) sampling
rates.

levels is evident and the second and fifth modes have similar
frequencies in comparison with the second frequency in the
Fourier spectrum.

D. Sensitivity Analysis

To validate the good performance of the proposed methodol-
ogy, sensitivity analyses are conducted for different noise levels
and sampling rates and compared with the Prony method. These
analyses are carried out over the synthetic mixed signals in (35).

The noise tolerance analysis is performed quantifying the
impact of SNR variations on the output variance as describes
in [27], resulting in Fig. 16(a), where the IEVDHM presents
low sensitivity to noise, reaching the minimum output variance
at 7.97× 10−07 in 70 dB. Meanwhile for Prony method, the
output variance decreases as SNR increases, and becomes higher
than that of the IEVDHM. Similarly, the sampling rate analysis
is conducted by evaluating the impact of the output variance to
sampling frequency variations. The attained results in Fig. 16(b)
show that the IEVDHM keeps decreasing up from 2.2× 10−06

for Fs = 10 Hz until reaching the minimum output variance at
8.84× 10−08 for Fs = 240 Hz. It is noteworthy that the pro-
posed method has a low sensitivity for different SNR conditions
and sampling rates, since it exhibits a suitable performance
at Fs = 10 Hz which corresponds to the minimum sampling
frequency in this investigation.

The sensitivity analyses have demonstrated that the proposed
method in comparison with the Prony method is capable to elim-
inate the spurious modes by means of its iterative process. The
IEVDHM method has a low sensitivity to noise (see Fig. 16(a)),
where the search of polynomial roots is not needed as in Prony
analysis [40], besides the proposal obtains instantaneous values
of frequency and damping for non-stationary signals thanks to
the DESA. The complexity of the method can be reduced using
low sampling rates (see Fig. 16(b)).

E. Computational Analysis

Considering all the required computations in Section II, it is
noteworthy that the most demanding tasks are associated with
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TABLE VII
SIZE OF THE HANKEL MATRIX

TABLE VIII
OVERALL EXECUTION TIME PER WINDOW AND NUMBER OF ITERATIONS PER

MODE FOR SYNTHETIC, NEW ENGLAND, AND REAL EVENT CASES

the SVD and the iterative eigenvalue decomposition. The exe-
cution of all these tasks impacts the estimation time per analysis
window, making the proposed method suitable for post-mortem
analysis. This fact is associated with the size of the Hankel matrix
since it is directly related to the parameter N and in turn, this
is directly related to the sampling frequency; then, the size of
the Hankel matrix in (14) varies accordingly. This is shown in
Table VII, where the size of the Hankel matrix increases by
10 times the sampling frequency for each case. Nevertheless,
the average execution time over 10 times and the number of
iterations per mode for synthetic, New England (S1) and real
event signals are summarized in Table VIII; likewise the number
of iterations per mode that the IEVDHM performs to converge, is
presented in Table VIII. It is remarkable that despite the number
of iterations implied during the iterative eigendecomposition,
the execution time of the IEVDHM-DESA method is at least
four times faster than that of the multi-Prony analysis when 16
channels are analyzed simultaneously. All these computations
are achieved using a Python-based environment embedded in
a desktop running Windows 10 with Intel(R) Xeon(R) CPU
E5-1620 v4, 3.5 GHz, 32 GB RAM, and 64-bit. The code for
the algorithms is online available in [42].

V. CONCLUSION

This paper has successfully demonstrated that a new strat-
egy based on a time-frequency representation and an energy
operator can decompose single or multiple non-stationary multi-
component signals into mono-component signals and provide
modal patterns associated with electromechanical oscillations.
The principal idea behind this strategy consists of an itera-
tive eigenvalue decomposition of the square Hankel matrix
constructed from samples of a set of multi-component non-
stationary signals, which is strengthened by an instantaneous
stage for the modal information extraction. The iterative process
of the Hankel matrix ends when all extracted eigenvalues fulfill
the mono-component signal criteria. After all modes are identi-
fied, they are processed by the discrete-time energy operator to

provide instantaneous modal parameters, such as frequency and
damping. The proposed strategy was tested by using simulated
and real signals. Despite high noisy conditions were involved
to corroborate its noise tolerance, the method reached accu-
rate approximations in capturing modal information. Thus, the
proposed approach supported by the IEVDHM and the DESA
makes up a powerful tool for extraction of modal information in
power systems, given by its reliable results.

Since the proposed method is intended to work for post-
mortem analysis, then it can be used to: increase the low iden-
tification performance of power oscillation events due to its
capability of differentiating concurrent modes with close fre-
quencies, support the off-line contingency analysis, support the
post-disturbance scenario reconstruction, and tune controllers
that mitigate power oscillations. Its main drawback is derived
from its computational complexity and the considerable window
length which prevent its use from an on-line application.
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