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ABSTRACT In handling complex power system simulation tasks, semi-analytical solution (SAS) methods
have proven to be numerically robust and computationally efficient. They provide a competitive alter-
native to traditional numerical approaches. Still, there is inadequate power system simulation software,
especially the open-source tools, that implements this technology. This paper introduces PowerSAS.m,
an open-source toolbox that closes this gap by providing SAS baseline simulation options for power
system steady-state and dynamic simulations. At its core, it implements a novel SAS method and encloses
various heuristics and simulation techniques to ensure enhanced computational performance. In case studies,
we verify PowerSAS.m in benchmarking comparisons and demonstrate its functionalities in grid analysis
scenarios.

INDEX TERMS Power system simulation software, computational modeling, power system stability,
reliability and resiliency.

I. INTRODUCTION

POWER system simulations are fundamental and cru-
cial for grid security and stability analysis [1], [2],

[3]. In recent years, a pressing need has emerged to con-
duct power system simulations over an extended simulation
horizon. On the one hand, a power system is evolving
into a more complicated system with growing dynami-
cal behaviors spanning multiple time-scales [4], [5]; on
the other hand, it has witnessed a growing number of
contingencies having rich transients as well as lasting
duration [6].

In general, power system simulations involve solving a
set of equations that describe the steady-state and dynamical
behaviors of the power network and components along with
their interactions [7]. These equations are usually nonlinear
and complex. Their analytical solution is usually not avail-
able [8]. Many numerical methods have been developed to

solve these equations. Differential equations representing the
dynamical behaviors of power systems are usually solved by
numerical integration methods [8], [9], [10], including both
explicit methods (for example, the Modified Euler method
and 4th order Runge-Kutta method) and implicit methods
(for example, the Trapezoidal-rule method). Algebraic equa-
tions representing the steady-state behaviors of power sys-
tems are usually solved by numerical iteration methods [8],
[9], [10], for example, the Newton-Raphson method and its
variations. These methods have been widely used in com-
mercial software and open-source power system simulation
toolboxes [7]. However, these numerical methods may suffer
from expensive computation burdens: numerical integration
methods need to take a tiny time step to ensure accuracy and
numerical stability; in some cases, even if the length of a time
step is carefully chosen, numerical iteration methods can still
fail to converge [11], [12].
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The semi-analytical solution (SAS) method is an emerging
simulation technology. The basic idea of the SAS method
is decomposing the computation burden of solving power
system differential equations or algebraic equations into two
stages [13]. The offline stage derives an approximate and ana-
lytical solution of the power system differential or algebraic
equations model, which is an explicit expression of symbolic
variables of time, the initial state, and parameters. Such a
solution is accurate for a certain time window whose length
generally depends on the system model and the order of the
SAS expression. In the online stage, the SAS is evaluated
by substituting the numerical values obtained from real-time
conditions into those symbolic variables. Such a process is
conducted over consecutive time windows until the desired
simulation length is reached. In the literature, a variety of
SAS methods have been investigated, and they have shown
promising results in power system simulations, including the
Adomian decomposition method [13], [14], [15], a power
series method [16], a holomorphic embedding method [11],
[17], [18], [19], a differential transformation method [20],
[12], [21], a Padé Approximation method [22], a continued
fraction method [23], and a homotopy method [24], etc.

Despite the rich literature on SAS methods’ applica-
tions in power system simulations, there is still inadequate
open-source power system simulation software that imple-
ments this technology. Building on our continued and fruit-
ful track record of fundamental research into power system
simulation and stability analysis, for example, [11], [17],
[18], [19], [25], [26], and [27], a new open-source power
system simulation toolbox entitled PowerSAS.m based on
novel SAS technologies is developed to close this gap.

In the current version, PowerSAS.m is developed in the
MATLAB/Octave GNU environment and establishes a base-
line SAS technology implementation in steady-state and
dynamic simulations. At the core, its simulations are pow-
ered by a novel SAS method that has been developed
recently. Simulation accuracy, numerical robustness, and
computational efficiency have been shown in a variety of
numerical testing and comparison studies. To better facilitate
the SAS method’s applications to power system simulations,
the toolbox encloses many heuristic algorithms to enhance
the computational performance further. For example, a multi-
stage SAS computational algorithm is implemented to auto-
matically adjust SAS coefficients to maintain simulation
accuracy at a prescribed level; an integrated Padé approx-
imation function can be called upon at the users’ request
to expand the region of approximation of the SAS method
to enhance the numerical robustness, and a hybrid simula-
tion scheme is developed to automatically switch the system
model between dynamic and steady-state representations in
order to improve scalability.

To facilitate power system security and stability assess-
ment, PowerSAS.m accommodates a variety of built-in anal-
ysis functionalities and allows for flexible customization of
grid analysis scenarios. Common analysis functionalities,

including N-1 contingency analysis, continuation power flow
analysis, and transient stability analysis, are directly provided
by PowerSAS.m and can be easily prompted by using a sim-
ple Application Programming Interface (API). Besides, the
toolbox supports an event-driven simulation scheme, where
key simulation parameters, including the network topology,
contingency events, or contingency duration, can be artifi-
cially specified to vary in a temporal sequence. This allows
the users to create customizable and extensible grid analysis
scenarios, for example, N-k contingency analysis and com-
plicated event sequences in extended simulation terms.

The rest of the paper is organized as follows: Section II
provides an overview of PowerSAS.m to summarize its key
features; Section III discusses the SAS technology imple-
mented in this toolbox; Section IV discusses some important
simulation approaches enclosed in this toolbox; Section V
introduces the grid analysis functionalities; Section VI uses
numerical case studies to demonstrate the computational per-
formance of the toolbox; Section VII concludes the paper and
discusses future work.

II. OVERVIEW
This section aims to discuss the basics about PowerSAS.m,
including the underlying technologies, its functionalities, and
how the tool may be used and customized.

A. ABOUT PowerSAS.M
PowerSAS.m is a power system simulation toolbox based on
semi-analytical solution (SAS) technologies. It is currently
open-sourced under the Berkeley Source Distribution (BSD)
license and is available on GitHub .1

Its current version is developed in MATLAB/Octave pro-
gramming environment. It currently provides the following
power system simulation functionalities:
1) power system steady-state simulations, including power

flow (PF) calculations, extended PF analysis to find
equilibria of models involving differential equations,
and continuation power flow (CPF) analysis.

2) Power system dynamic simulations to support transient
stability analysis and contingency analysis, etc.

3) Hybrid extended-term simulations to support large-scale
dynamic power system simulations over an extended
time.

B. UNDERLYING TECHNOLOGIES
PowerSAS.m are equipped with advanced simulation

technologies.
The simulation engine of PowerSAS.m is based on a

novel SASmethod. Power system simulations always involve
solving a set of nonlinear equations. In general, the ana-
lytical solution to such equations is unavailable. Tradi-
tional methods, such as numerical integration-based methods
or Newton-Raphson methods, take iterative small steps to

1PowerSAS.m. Available: https://github.com/ANL-CEEESA/powersas.m
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solve the equations. They may suffer from computational
inefficiency or divergence issues. Unlike these traditional
methods, an SAS method finds an approximated analytical
form of solution to a nonlinear system, avoiding the use of
iterations and small simulation steps. SASmethods have been
widely used in complex scientific simulation tasks and have
shown advanced computational performance. Nonetheless,
there is still lacking power system toolboxes that incorpo-
rate SAS technologies for extended-term power system sim-
ulations. PowerSAS.m closes this gap. It encases a novel
SAS method specially tailored for power system simulations.
Depending on whether there exists a switching event in the
simulation, two types of SAS formulations are developed. For
the two types of formulations, a unified method is developed
to calculate the SAS coefficients based on simple linear
operations. A detailed discussion about the SAS method is
provided in Section III.

In addition, PowerSAS.m encloses a variety of heuristics
and simulation techniques that further enhance computational
performance. For example, to improve numerical robustness,
PowerSAS.m provides the option to use Padé approxima-
tion methods to process the SAS simulation results, and
this approximation expands the region of convergence of the
power-series-based solution. To ensure simulation accuracy,
PowerSAS.m actively monitors the SAS simulation results
and adaptively updates SAS coefficients to maintain simula-
tion results fidelity in a given boundary.Moreover, to enhance
computational efficiency, PowerSAS.m has a heuristic algo-
rithm to simplify the systemmodel and simulation taskswhile
ensuring simulation quality. A detailed introduction is given
in Section IV.

C. GRID ANALYSIS FUNCTIONALITIES
PowerSAS.m supports a variety of grid analysis tasks.

In its current version, PowerSAS.m provides five basic
functionalities, including power flow analysis, continuation
power flow analysis, line outage contingency analysis, N-1
line outage screening, and transient stability analysis with
three-phase grounding faults. Users can use a simple Appli-
cation Programming Interface (API) to call these functional-
ities. Each functionality corresponds to one common power
system analysis scenario to allow users to apply the tool to
some standard analysis tasks quickly.

Aside from the basic functionalities, PowerSAS.m
supports customizable grid simulation, expanding the
breadth of the tool’s applicability. PowerSAS.m has an
event-driven simulation scheme where one can use atomic
events to structure a user-defined simulation scenario
with a temporal sequence of events. These atomic
events include adding/tripping lines/synchronous generators/
inductionmotors/loads, etc. Using this flexible and extensible
simulation scheme, PowerSAS.m can support more sophisti-
cated and flexible applications.

A detailed introduction of the PowerSAS.m functionalities
is given in Section V.

D. USING PowerSAS.M
The users can easily install PowerSAS.m and customize
power system simulations in various use cases.

In the directory of the source code, a user only needs to
execute command setup to complete the installation of all
the functions of PowerSAS.m. For testing, users can first
execute command initpowersas to initiate the environ-
ment and then execute test_powersas to run a set of
predefined test cases. The testing includes a steady-state load
flow study of the IEEE 3-bus system and the ACTIVSg-70k
test case, respectively, along with a dynamic simulation test
case based on a 528-bus reducedU.S. Eastern Interconnection
(EI) model.

Code Block 1 Customizable API to call PowerSAS.m func-
tionalities
% call PowerSAS.m functionalities
res=runPowerSAS(simType,data,options,varargin);

% plot results
plotCurves(1,res.t,res.stateCurve,...
res.SysDataBase,’v’);

A user can customize a simple high-level API to
apply all the aforementioned PowerSAS.m functionali-
ties in a user-defined test case. An example API is
shown in Code Block 1. It is a two-line MATLAB script
that calls only one function, runPowerSAS, to run the
simulations and one function, plotCurves, for result
visualization.

The function runPowerSAS has four input arguments
that specify the simulation parameters. For example, the
first input argument defines the simulation type. It can
take values from six candidate options corresponding to
the five basic functionalities and the extensible simulation
scheme. The second input argument specifies the simulation
data, which are structured according to the PSAT format.
Note that a user may use the open-source PSAT soft-
ware to convert data files from other formats to the PSAT
format.

The function plotCurves show the simulation results.
This function allows the users to specify the variables to show
in the plot. For example, in the example, we choose to show
the voltage magnitude. One can also choose to plot voltage
angles, rotor angles of synchronous generators, deviations of
synchronous generator rotor speed, inductionmotor slips, and
frequency.

III. BASICS ABOUT SAS TECHNOLOGIES
Power system simulations involve finding solutions to non-
linear equations. SAS is a powerful simulation framework
to solve these equations. PowerSAS.m is primarily based
on SAS technologies. In this section, we first review
the basics of the SAS methods, then we introduce the
novel SAS technologies developed for and implemented in
PowerSAS.m.
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A. BASICS ABOUT SAS
1) THE NUMERICAL PROBLEM
In power system applications, computer-based simulations
are instrumental in understanding the system’s behaviors
in different scenarios. The simulation results are often
obtained by solving a mathematical model consisting of
differential-algebraic equations (DAEs):

ẋ(t) = f (x(t), y(t), p(t)), (1a)

0 = g(x(t), y(t), p(t)), (1b)

where t represents time, x is the dynamic state variable, y is
the algebraic state variable, p represents the system param-
eter, and f and g are some functions describing the system
behaviors. Like many real-world applications, in most power
system applications, f and g are both holomorphic functions,
meaning that they are locally infinitely differentiable and
equal to their Taylor expansions in the complex space.

Let x0 and y0 represent some initial values for x and
y, respectively, and let T be the end time of a simulation
time horizon of interest. Power system numerical simulations
often need to solve the following initial-value problem (IVP):

Given the initial condition x(0) = x0 and y(0) = y0, and
the system parameter p(t) for t ∈ [0,T ], find x(t) and y(t) for
t ∈ [0,T ] that satisfy equations (1).

For example, power system engineers routinely use numer-
ical simulation methods to conduct the N-1 analysis, where,
for instance, the power system states’ deviation from a given
operating point after a line outage event is calculated to
understand whether there are voltage stability or operational
constraint violation risks.

The fact that the analytical solution of system (1) is usually
unavailable makes it necessary to use numerical methods to
approximate the solutions [11].

2) NUMERICAL INTEGRATION METHODS
Conventional numerical integration methods solve this IVP
problem by approximating the exact solution with a series
of discrete ‘‘approximated solutions’’. For example, let 1t
be the elapsed time of one time step, numerical integration
methods seek to find a sequence {x̂(k · 1t)}, where k =

0, · · · , ⌊T/1t⌋ 2 and x̂ is the approximated solution. This
sequence aims to provide a sufficiently close approximation
to the continuous state variable x(t) for t ∈ [0,T ]. These
methods need to take some computation sub-steps to calculate
each x̂(k · 1t) iteratively.

The limitations of numerical integration methods include:
1) Such a simulation method usually introduces a simulation
error that increases drastically with the value of 1t . Thus,
the simulation time step is usually chosen to be small to
reduce errors, which in turn might make the iterative calcu-
lation of the sequence {x̂(k · 1t)} computationally dragging;
2) the inclusion of algebraic equations (1b) may cause some
convergence issues.

2Note that ⌊a⌋ finds the largest integer that is smaller than a scalar a.

3) GENERAL SEMI-ANALYTICAL SOLUTIONS METHODS
Different from the numerical integrationmethods, SASmeth-
ods seek to find a continuous approximated solution of (1).
The approximated solution has a predetermined ‘‘semi-
analytical’’ expression, which is usually a high-order power
series.

In general, a SAS method constructs an augmented system
of (1) as follows:

0 = h(ẋ(s), x(s), y(s), p(s), s), (2)

where s is a new variable in the complex space, and h is the
augmented SAS model.

In this construction, the solution and parameter are usually
assumed to be high-order power series:

x̂(s) =

∞∑
k=0

x[k]sk , ŷ(s) =

∞∑
k=0

y[k]sk , p̂(s) =

∞∑
k=0

p[k]sk , (3)

where the variables accented byˆrepresent the SAS approxi-
mated solution, x[k], y[k], and p[k] are the coefficients of the
kth coefficients of x̂(s), ŷ(s), and p̂(s), respectively.

It is common practice to construct h to ensure: 1) Its solu-
tion is much easier to obtain than (1), and 2) it is homotopic
to (1), which means that by varying s the solution of (2)
converges to that of (1).

The structure of h and where s is embedded are often
ad hoc and case-sensitive. Naturally, their design is key to
developing the SAS methods.

B. NOVEL SAS DESIGN OF PowerSAS.M
PowerSAS.m considers two general types of simulation sce-
narios, depending on whether there exists a switching event
in the power systems. A switching event stands for the cases
where there is a sudden adding/tripping of a component (e.g.,
a synchronous generator, a power line, etc.) that makes some
system parameters and state variables suddenly switch to
another value, causing discontinuity with respect to time.

We develop novel SAS methods to cope with simula-
tion tasks with or without a switching event. In either case,
we show that PowerSAS.m transforms the complex computa-
tional tasks of solving nonlinear DAE equations into solving
only linear algebraic equations.

1) NO SWITCHING EVENT
If there is no switching event, the power system model (1)
is usually holomorphic with respect to time. Consequently,
we will structure the approximated solutions in terms of t
instead of introducing a new variable. The format of the
approximated solutions and parameters is given by:

x̂(t) =

∞∑
k=0

x[k]tk , ŷ(t) =

∞∑
k=0

y[k]tk , p̂(t) =

∞∑
k=0

p[k]tk , (4)

Note that we need to truncate these power series in
PowerSAS.m for computational tractability, and the users can
customize the order that the series is truncated. Note that the
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TABLE 1. General rules for obtaining Equation (5).

coefficient of the order-0 term is known, which is the given
initial condition.

Then, substituting these SAS approximated solutions
into (1) yields a new set of equations, which describes the
coupling between the coefficients. These equations are then
equivalently transformed into polynomials of the coefficients,
following the rules summarized in Table 1. After combining
terms in the same order, the following linear equation is
obtained:

A(z[0])z[k] = b(z[0], · · · , z[k − 1]), (5)

where z[k] encapsulates all the coefficients at kth order,
A(z[0]) is a constant matrix concerning only the initial condi-
tion, and b(z[0], · · · , z[k−1]) is a function of the coefficients
at all lower orders.

Finding each z[k] is cast into a classic ‘‘Ax = b’’ prob-
lem. In solving an IVP, the initial condition z[0] is known.
Hence, a recursive solution algorithm is designed to find the
coefficients from order 1 until the desired order. It is worth
noting that it is only necessary to find A(z[0]) once at the
beginning of the recursive iteration, as it concerns only the
initial condition. At the kth order, coefficients of all lower
orders are known. Subsequently, b(z[0], · · · , z[k − 1]) is
a known vector as well in (5). With given ‘‘A(z[0])’’ and
‘‘b(z[0], · · · , z[k − 1])’’, the major computational tasks of
finding z[k] involves solving a classic ‘‘Ax = b’’ linear
problem.

2) WITH SWITCHING EVENTS
PowerSAS.m considers a comprehensive set of switching
events, including adding/tripping power lines, synchronous
generators, induction motors, static loads, etc. In the follow-
ing, we show the general method PowerSAS.m adopts to cope
with the switching events. We use the subscript ‘‘−’’ (resp.,
‘‘+’’) to represent a pre-switching (resp., post-switching)
function or variable.

We will construct the following SAS models connecting
pre-switching and post-switching systems. Due to the under-
lying continuity of (1a), x+(t) = x−(t). Then based on

different types of events, the SAS models for solving the
post-switching algebraic variables y+(t) can be constructed
as (here we omit the time t because the instant has been
set) an s-embedded system gs(x+, ys(s), ps(s)) = 0 such that
when s = 0, the equation is the pre-switching algebraic
equation g(x−, y−, p−) = 0 and when s = 1, the equa-
tion is the post-switch equation g(x+, y+, p+) = 0. Note
that the pre-switching and post-switching systems form a
homotopy with the construction of the s-embedded system,
meaning that the latter solution can be obtained from the
former through varying s. By solving the s-embedded system
using SAS and we can get the post-switch algebraic variable
y+(t) = ys(s = 1).

The entire simulation horizon is divided into several non-
switching periods, separated by switching events. Conse-
quently, the pre-switching condition is always available as it
is either the initial condition of the simulation or the terminal
condition of a non-switching simulation period. As a result,
if s = 0, we have a trivial solution to the s-embedded
system.

As for solving for the coefficients, we use (3) as the form
of the semi-analytical solutions. By substituting the SAS
approximated solutions, we can again find a similar ‘‘Ax =

b’’ expression of the coefficients at order-k as shown in (5).
The coefficients can then be obtained through a recursive
algorithm, as discussed in the previous subsection.

IV. SIMULATION TECHNIQUES
In this section, we discuss some key simulation techniques
adopted by PowerSAS.m, including heuristics aiming to
improve the simulation accuracy, numerical robustness, and
computational efficiency.

A. MULTI-STAGE SIMULATIONS
To ensure simulation accuracy, a multi-stage simulation
method is implemented. As discussed in Section III-B, SAS
methods find an approximated analytical solution of the non-
linear equations. The accuracy of the approximated solution,
i.e., the imbalances of the equations, may increase along with
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the simulation time. To reduce such imbalances, multi-stage
simulation heuristics are developed.

Specifically, PowerSAS.m will compare the imbalances
with a predefined threshold. If the imbalances surpass the
threshold at a time instant, the SAS coefficients will be
derived again using themethods detailed in Section III-B. The
initial condition will be set at a previous time instant where
the imbalances are smaller than the threshold. All the original
simulation results before that selected time instant will be
kept, while the simulation results after will be recalculated
using the updated coefficients.

B. PADÉ APPROXIMATION
For computational efficiency and robustness improvement,
the Padé approximationmethod is applied. PowerSAS.m uses
truncated power series to approximate the nonlinear system
solutions. The Padé approximant is a well-performed post-
processing method to enhance the numerical robustness for a
power series [2]. For SAS methods, the use of Padé approx-
imation can further expand the region of approximation as
proven in numerous numerical testing [18], [22]. Specifically,
let N be the desired order to which a power series is truncated
at. For x̂(t) =

∑N
k=1 x[k]t

k , the Padé approximant has the
following form:

x̂(t) =
a[0] + a[1]t + · · · + a[m]tm

b[0] + b[1]t + · · · + b[m]tm
, (6)

where a[·] and b[·] are both coefficients to be determined,
m and n are positive integers satisfying m + n = N .
PowerSAS.m allows the users to specify whether to apply
the Padé approximant method. It can quickly obtain the Padé
coefficients using a vectorized calculation technique. For the
sake of brevity, the detailed explanation is omitted. Interested
readers can find detailed derivations in [18].

C. HYBRID SIMULATION SCHEME
For computational efficiency enhancement, a hybrid simu-
lation scheme is available in PowerSAS.m. The tool can
support both (quasi-)steady-state and dynamic simulations.
Furthermore, it provides the option to conduct a hybrid simu-
lation where it switches between the two simulation schemes.
When conducting an extended-term dynamic simulation on
a large-scale power system, this hybrid simulation scheme
enhances the computational efficiency while capturing the
transient performance. In this subsection, we briefly intro-
duce this simulation scheme.

1) MODEL TO FIND STEADY-STATE
While the original DAE system can be directly used in the
dynamic simulations, PowerSAS.m still needs to derive an
algebraic model from representing the steady state of the
DAE system. This is because the algebraic equation (1b) may
not fully capture the steady state of the differential equa-
tions (1a). PowerSAS.m automatically derives the full-scale
algebraic equation that fully represents the steady-state
physics of the original system.

2) SWITCHING HEURISTICS
In this hybrid simulation scheme, a switching criterion is
implemented to govern the switching action. Intuitively, this
switching criteria identifies whether the system is operat-
ing in a steady state. Unlike traditional methods that design
switching criteria based on the simulated fluctuation level of
the system trajectories, PowerSAS.m designs this switching
criterion prior to simulations.

Recall that the SAS approximated solution or the Padé
approximant involves finding power series that have the fol-
lowing properties: 1) the power series is truncated; hence
there are only finitely many terms in the power series;
2) the power series have finitely many coefficients, and they
are known; 3) the variable of the power series satisfies a box
constraint (e.g., t ∈ [0,T ]). Therefore, the power series is
refrained by a box constraint. PowerSAS.m has a heuristic
algorithm to find a tight box constraint of such a power series.
The algorithm has a computational complexity that is linear
to the system scale; hence it only introduces a trivial computa-
tional burden. Using the obtained box constraint, one can find
the maximum fluctuation of the solution without conducting
the simulations. If the maximum fluctuation is smaller than
a threshold, the system is considered to be entering a steady
state. PowerSAS.m will subsequently switch to steady-state
simulation mode.

V. SOFTWARE PACKAGE FUNCTIONALITIES
PowerSAS.m supports various power system analysis func-
tionalities. As shown in Fig. 1, it has five built-in basic func-
tionalities and an extensible simulation scheme to fit different
application scenarios.

A. BASIC FUNCTIONALITIES
There are five built-in grid analysis functionalities in Pow-
erSAS.m. They are ‘‘power flow analysis’’, ‘‘continuation
power flow analysis’’, ‘‘line outage contingency analysis’’,
‘‘N-1 line outage screening’’, and ‘‘transient stability analysis
after three-phase faults’’. These are analysis tasks commonly
conducted to assist in power system operation and planning
decision-making process.

Code Block 2 Example: PowerSAS.m N-1 Analysis
% EXAMPLE: N-1 Analysis with PowerSAS.m

% call PowerSAS.m basic functionality
res=runPowerSAS(’n-1’,’d_ei_528.m’);

Users can use a simple API to use the basic functionalities
and view the simulation results. For example, we show
how the N-1 screening functionality is called upon in Code
Block 2. The script uses the function runPowerSAS to
specify the simulation type (‘n-1’) and the test system
(‘d_ei_528.m’ which stands for the reduced 528-bus EI
system).
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In testing, one can select one from the following five values
in the first input argument to specify each of the five basic
functionalities:

• ‘pf’: Power flow analysis. In addition to the con-
ventional power flow model, PowerSAS.m supports an
extended power flow to solve the steady state of dynamic
models as well. For example, it will calculate the rotor
angles of synchronous generators and slips of induction
motors in addition to the network equations.

• ‘cpf’: Continuation power flow analysis.
• ‘ctg’: Contingency analysis. PowerSAS.m computes
the system states immediately after removing power
lines.

• ‘N-1’: N-1 screening. PowerSAS.m performs a series
of contingency analyses, each removing a line from the
base state.

• ‘tsa’: Transient stability analysis. PowerSAS.m
assesses the system’s dynamic behavior and stability
after a given disturbance(s). In this current version,
PowerSAS.m supports simulation with three-phase bal-
anced fault(s), which are themost common disturbances.
PowerSAS supports the analysis of the combina-
tions of multiple faults happening simultaneously or
sequentially.

B. EXTENSIBLE ANALYSIS SCENARIOS
PowerSAS.m has an event-driven simulation scheme where
users can use some atomic events to build a customized
simulation scenario.

The atomic events include applying/clearing faults and
adding/tripping power lines, synchronous generators, induc-
tion motors, and loads, among others. These atomic events
can be arbitrarily arranged in a temporal sequence to form a
customized scenario. PowerSAS.m will follow this scenario
to conduct simulations. It is worth mentioning that multiple
events happening at the same time are allowed.

Code Block 3 Example: PowerSAS.m DSA
% EXAMPLE: DSA during restoration with
PowerSAS.m

% PowerSAS.m event-driven simulation
res=runPowerSAS(’dyn’,’d_014_mod.m’,[],...
’event’);

% plot results
plotCurves(1,res.t,res.stateCurve,...
res.SysDataBase,’v’);

By making use of this functionality, users can apply
PowerSAS.m to more sophisticated analysis scenarios. For
example, one can use the tool to conduct dynamic security
assessment (DSA) during grid restoration. As shown in Code
Block 3, the API is similar to that shown in Code Block 2. The
major difference is 1) we use ‘dyn’ in the input argument
instead of the five basic functions, and 2) we need to specify
the event information, such as the event list. An example

Code Block 4 Example: DSA Event List
% EXAMPLE: Event list during restoration

eventList=[...
% -simulation starts-
1 0.0000 0.0000 0 0;
% -dynamic simulations-
2 0.0000 0.5000 50 0;
% -add line at time 0.5s-
3 0.5000 0.5000 1 1;
% -dynamic simulations-
4 0.5000 1.5000 50 0;
% -add synchronous generator at time 1.5s-
5 1.5000 1.5000 4 1;
% -dynamic simulations-
6 1.5000 4.5000 50 0;
% -simulation ends-
7 4.5000 4.5000 99 0;
];

event list is given in Code Block 4, where we specify four
events (adding a line, a synchronous generator, an induction
motor, and a static load, respectively). Note that we use a
matrix eventList to streamline the basic scenario: the first
column corresponds to the sequence of the events; the second
and third columns represent the event start and end time (note
that for a switching event, the start and end time is the same);
the fourth column specifies the event type (for example, 0
stands for simulation start, and 1 stands for adding line);
and the fifth column points to the events’ specifications (for
example, in the second row of eventList, 1 is an index
about which line is to add to the system). In addition to the
event list, the ‘dyn’ functionality can specify a variety of
other simulation details. These settings are omitted here due
to the paucity of space. Interested readers are referred to a
detailed example, ex_restoration.m, that is included in
the software package .3

VI. CASE STUDIES
In this section, we demonstrate the computational perfor-
mance of PowerSAS.m. In comparison to existing methods,
we show the competitive numerical robustness, simulation
accuracy, and computational efficiency of PowerSAS.m.

A. IEEE 39-BUS SYSTEM: STATIC SECURITY REGION
APPROXIMATION
Static security region (SSR) is important for power system
monitoring and operational decision-making. An SSR is often
a set in the parameter space of the steady-state power system
model. Each point lying in the SSR specifies a combination of
parameters and entails an operating scenario that corresponds
to a stable operating point. Since analytical methods to char-
acterize an SSR is generally unavailable, numerical approx-
imation methods are often employed. Convergence issues
usually emerge during the SSR approximation computations,

3The example ex_restoration.m is available at:
‘‘https://github.com/ANL-CEEESA/powersas.m/tree/release/example’’
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FIGURE 1. Illustration of PowerSAS.m’s fundamental design and main functionalities.

especially when the scenario under study is near the SSR
boundary.

Based on the above discussion, approximating the SSR of
a power system is suitable for testing the numerical robust-
ness of a computational method. We approximate the SSR
of a modified IEEE 39-bus system. The nonlinear power
flow equations determine the system’s steady-state operating
point. We sample the parameter space and use numerical
methods to examine whether a sample corresponds to a stable
operating point. The sample-examination tasks can be per-
formed by PowerSAS.m using the steady-state power system
simulation functionalities. In this case study, we focus on
the power flow equations and utilize the power flow analysis
functionality by calling ‘pf’ in runPowerSAS. The sim-
ulation results are compared with PSS/E version 33, which
is the benchmark solver. PSS/E version 33 is widely used for
power system analysis, which is suitable for benchmarking
purposes.

We approximate the SSR of the IEEE-39 system, suppos-
ing that the active power injection of Buses 3 and 4 have large
variations. The active power is sampled uniformly over the
interval of [-4000, 4000] MW. Fig. 2 and Fig. 3 show the
SSR approximated by PSS/E and PowerSAS.m, respectively,
where a blue dot represents a sample associated with a stable
operating point, and a gray point represents the opposite. One
can see that both tools identify a big oval-shaped SSR region.
However, the PSS/E results find some outliers (about 0.1%
of the samples) scattered around the oval to be part of the
SSR as well. The PowerSAS.m results do not agree with the
PSS/E’s regarding these points. Through numerical testing,
these outliers lead to unstable solutions and are thus not part
of the SSR. Compared to this benchmark, PowerSAS.m can
more accurately identify the SSR due to its strong numerical
robustness.

B. REDUCED EI 458-BUS SYSTEM: N-25
CONTINGENCY ANALYSIS
With the event-driven simulation scheme, PowerSAS.m can
perform various power system analysis tasks aside from the
built-in functionalities. Here, we show a case study about
N-25 contingency analysis.

In general, contingency analysis also has convergence
challenges, mainly caused by large disturbances. Here we
compare PowerSAS.m with PSS/E in an N-25 contingency
analysis for a reduced eastern interconnection (EI) system
with 458 buses. We increase the load and generation level in
three testing cases by 15%, 20%, and 20.7%, respectively.
In each case, we randomly choose 5000 different N-25 con-
tingency scenarios. Once the scenarios are sampled, one only
needs to update the event list enclosed in simulation settings
to use PowerSAS.m to conduct the testing.

The simulation results are shown in Fig. 4. The bench-
mark results encompass cases where the PSS/E ‘‘non-
divergence’’ (ND) functionality is turned on and off. It can
be observed if ND is turned on, the PSS/E convergence result
will significantly improve. Nevertheless, the PowerSAS.m
still outperforms the benchmarks in terms of numerical
robustness.

Then, we compare the computation efficiency between
PowerSAS.m and PSS/E. Fig. 5 shows the average contin-
gency analysis computation time in the N-25 contingency
analysis. The results show that PowerSAS.m’s computational
speed is comparable to and even faster than that of PSS/E.

C. POLISH 2383-BUS SYSTEM: TRANSIENT
STABILITY ANALYSIS
We then study the transient stability of a modified Pol-
ish 2383-bus system using PowerSAS.m. We compare the
computational performance of the proposed SAS methods
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FIGURE 2. SSR characterized by PSS/E.

FIGURE 3. SSR characterized by PowerSAS.m.

FIGURE 4. Comparison of PowerSAS.m and PSS/E in terms of
convergence rates.

FIGURE 5. Comparison of PowerSAS.m and PSS/E in terms of
computational speed.

against traditional methods with numerical integration (NI)
and Newton-Raphson (NR) methods.

We include 1827 ZIP loads, 327 dynamical synchronous
generator models, and 1542 dynamical induction motor mod-
els in the test case. Due to the page limit, the system speci-
fication is omitted here. Interested readers can find them in
detail from a data file in our GitHub repository .4

4The file is named ‘‘d_2383wp_mod2_ind_zip_syn.m’’ and is available
at: ‘‘https://github.com/ANL-CEEESA/powersas.m/tree/release/data’’

FIGURE 6. Comparison between SAS and numerical solvers
regarding simulation accuracy.

TABLE 2. Comparison between SAS and numerical solvers
regarding simulation speed.

We create a test scenario using the event-driven simulation
scheme where two three-phase grounding faults happened to
Lines 42-41 and 540-23. The fault event starts from 0.5 s and
clears at 0.75 s.

We first use the NI-NR method with a small time-step
of 0.0001 s to simulate the case. The simulation result is
considered the ‘‘ground truth’’ (GT). Then, we use the NI-NR
method with different time steps and the SAS method to
simulate the case. The simulation results are compared with
the GT to find the mean simulation error, shown in Fig. 6. The
simulation time of all these cases is shown in Table 2. Note
that for the SAS methods, we specify the order to be 10.

From Fig. 6, one can observe that the SAS method gen-
erally achieves the highest level of simulation accuracy.
Although the NI-NR case with a time step of 0.0025 s can
achieve similar performance with SAS in terms of accuracy,
the simulation time is over 20 times greater than the latter.
Moreover, from Table 2, other than the NI-NR case with a
time step of 0.05 s, the simulation time of the SAS method is
significantly smaller despite the better simulation accuracy.
Still, Fig. 6 shows that the NI-NR case with 0.05 s time step
has amean simulation error of approximately twomagnitudes
greater than that of the SAS method.

D. SYSTEMS WITH 458 TO 210k BUSES: POWER
FLOW STUDY
To further demonstrate the scalability of PowerSAS.m, we
apply the tool to solve the power flow problems of multiple
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TABLE 3. PowerSAS.m scalability testing.

power systems, including a synthetic 210k-bus system. The
test system models are available on our GitHub page.5 The
computational time to obtain the power flow solution is
reported in Table 3. It is worth mentioning that PSS/E can
only simulate power systems with up to 200k buses.

It can be observed that PowerSAS.m is reasonably scalable
and can perform some grid analysis tasks that PSS/E cannot
support.

VII. CONCLUSION
This paper introduces a recently open-sourced power sys-
tem simulation toolbox, PowerSAS.m. This toolbox imple-
ments novel semi-analytical simulation (SAS) technologies
that have proven advantageous computational performance
in both steady-state and dynamic simulations. In addition,
various simulation techniques, including simulation heuristic
algorithms and hybrid simulation schemes, are developed to
improve the numerical robustness and computational effi-
ciency further. Benchmarking case studies are presented in
the paper to verify the validity and value of the toolbox. For
future work, we will 1) continue investigating the fundamen-
tals of SAS technologies, 2) keep maintaining and updating
PowerSAS.m, and 3) develop SAS-based toolboxes in other
programming languages.
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