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#### Abstract

For electromagnetic transient (EMT) simulation of a power system, a state-space-based approach needs to solve state-space EMT equations by using numerical integration methods, e.g., the Euler method, Runge-Kutta methods, and trapezoidal-rule method, at small time steps. The simulation can be slow on a power system having multiple generators. To speed up state-space-based EMT simulations, this paper proposes a Differential Transformation based semi-analytical method that repeatedly utilizes a high-order semi-analytical solution of the EMT equations at longer time steps. The proposed semianalytical method is tested on the detailed EMT model of a fourgenerator two-area system. Simulation results show the significant potential of the proposed method to accelerate EMT simulations of power systems compared with traditional numerical methods.
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## I. Introduction

For dynamic security assessment, time-domain power system simulation tools can be categorized as electromechanical transient simulators (usually used for transient stability analysis) and electromagnetic transient (EMT) simulators. Electromechanical transient simulators use fundamental frequency based phasor models and are suitable to simulate relatively slow dynamics, e.g. transient stability of synchronous generators with a typical time step around 10 ms [1][2]. By contrast, EMT simulators use instantaneous voltage and current values and detailed three-phase models, and thus fast dynamics such as switching overvoltage, precise determination of short-circuit currents, and power quality can be studied [3].

Because the instantaneous values are used instead of phasor values, the time step required for EMT simulators is typically at $\mu \mathrm{s}$ scale, which is much smaller than that with electromechanical transient simulators. Thus, an advantage of EMT simulation is that more detailed fast dynamics can be captured. However, this also greatly increases the computation burden. Hence, EMT simulation of a large-scale power system with full EMT models is very time-consuming, if not infeasible. Meanwhile, due to the high cost of hardwarebased real-time digital simulators, improving and modifying the traditional off-line EMT tools such as EMTP-RV and

[^0]PSCAD to achieve real-time performance is of great interest and significance.

Approaches on fast EMT simulation can be briefly categorized as hybrid simulation, parallel computation, and shifted frequency analysis. All these approaches are based on the nodal method, in which equations of components such as inductor, capacitor, and resistor are discretized with the implicit trapezoidal-rule integration method, thus the original system can be transformed into an electric network consisting of equivalent historical source and impedance, and then the nodal equation can be easily formulated and solved at each time step. Because the nodal conductance matrix is obtained in a straightforward way to represent the network, it can adapt to system topology changes quickly. However, a small fixed time step is required to ensure accuracy because the trapezoidal-rule method is a low-order method and the time step is embedded in the conductance matrix, which adds to the computation burden.

Besides the nodal method, EMT simulation can also be done by the state-space method. After the formulation of statespace equations of a system is built, different numerical methods can be applied to get the solution and a variable timestep can be adopted to accelerate simulation. In paper [4], a combined state-space nodal method was proposed to reduce the overall computation time of the state-space method. By partitioning the system into multi sub-groups, each state-space group could formulate its state-space equations separately, thus greatly reducing the formulation time compared with a unique formulation for the whole system. The state-space equations are then discretized with trapezoidal-rule and transformed into nodal equations, which enables the simultaneous interfacing of nodal equations with state-space equations. In [5], descriptor state-space equations without elimination of dependent state variables are discretized with trapezoidal-rule and compared with the companion circuits approach. Although the overall computation time is not reduced, this method enables efficient analytical eigenvalue calculation.

Because the essence of EMT simulation is solving the system differential equations, the computation efficiency can be improved if the differential equations are solved faster. To achieve this goal, based on the conventional state-space based EMT framework, a Differential Transformation (DT) based semi-analytical method is proposed to solve state-space equations for EMT simulation in this paper. DT-based semianalytical methods have been proposed and successfully
applied to electromechanical transient simulations of largescale power systems in phasor models in the past, but have not yet been validated or tested on the EMT simulation. The proposed DT method uses derived high order analytical solutions to approximate the true solutions, and therefore, much bigger time steps can be applied to speed up the simulation compared with that of traditional numerical methods for the same level of accuracy [6][7].

The rest of this paper is organized as follows. Section II introduces the DT method along with some basic transform rules. Section III presents the EMT models including synchronous generator, control components, and RLC circuits along with the DTs of some equations of those models. Section IV illustrates the steps of an EMT simulation protocol using the DT method. Section V tests the performance of the DT method-based EMT simulation on a two-area system. Conclusions and future work are discussed in section VI.

## II. Introduction of Differential Transformation

Differential Transformation (DT) based semi-analytical methods have been developed and successfully applied to solve problems of various nonlinear dynamical systems [8] including the initial value problems and power flow problems on large-scale power system differential-algebraic equations [6][7][9]. The main advantage of the DT method is that it is very straightforward to obtain high-order approximate solutions, so-called semi-analytical solutions, in a highly efficient, recursive manner.

Considering a smooth function $f(t)$, its $k^{t h}$ order DT is defined as Eq. (1) below.

$$
\begin{equation*}
F(k)=\frac{1}{k!}\left[\frac{d^{k} f(t)}{d t^{k}}\right]_{t=t 0} \tag{1}
\end{equation*}
$$

Also, from the Taylor series, we have:

$$
\begin{equation*}
f(t)=\sum_{k=0}^{\infty} F(k)\left(t-t_{0}\right)^{k} \tag{2}
\end{equation*}
$$

Based on the DT above, by replacing all the variables in equations with their Taylor series composed of DTs and equaling the like terms of $\left(t-t_{0}\right)^{k}$ in the equations, then linear equations of different order DTs can be established easily. Finally, solving different order DTs and plugging them back into the Taylor series gives an approximate solution, as shown in Eq. (3) below.

$$
\begin{equation*}
f(t) \approx \sum_{k=0}^{i} F(k)\left(t-t_{0}\right)^{k} \tag{3}
\end{equation*}
$$

A set of rules for common linear and nonlinear functions were well-developed and can be used directly. Part of the rules is presented below.

Denote $f(t), g(t)$ and $h(t)$ as the original continuous functions and $F(k), G(k)$ and $H(k)$ as their corresponding $k^{t h}$ order DTs. The following rules shown in Table I on the DTs can be obtained [6][8].

Detailed proof of these DTs can be found in [10]. More rules on nonlinear functions such as exponential function and power function can refer to [6].

## III. DTs of Power System State-Space EMT Models

In power system EMT simulation, the differential equations can be easily transformed into DT-based equations

Table I. Differential Transform Formulae

| Original function | Transformed function |
| :---: | :---: |
| $\begin{aligned} & f(t)=c \\ & c \text { is constant } \end{aligned}$ | $F(k)=c \eta(k), \eta(k)= \begin{cases}1 & k=0 \\ 0 & k \neq 0\end{cases}$ |
| \#2 $f(t)=c g(t)$ | $F(k)=c G(k)$ |
| $\begin{aligned} & \text { \#3 } \\ & f(t)=g(t) \pm h(t) \end{aligned}$ | $F(k)=G(k) \pm H(k)$ |
| $\begin{aligned} & \# 4 \\ & f(t)=g(t) h(t) \end{aligned}$ | $F(k)=\sum_{m=0}^{k} G(k) H(k-m)$ |
| $\# 5 f(t)=\frac{d g(t)}{d t}$ | $F(k)=(k+1) G(k+1)$ |
| $\begin{aligned} & \text { \#6 } \\ & f(t)=\sin (h(t)) \\ & g(t)=\cos (h(t)) \end{aligned}$ | $\begin{aligned} & F(k)=\sum_{m=0}^{k-1} \frac{k-m}{k} G(m) H(k-m) \\ & G(k)=-\sum_{m=0}^{k-1} \frac{k-m}{k} F(m) H(k-m) \end{aligned}$ |
| \#7 $\begin{aligned} s(t) & =g^{2}(t)+h^{2}(t) \\ f(t) & =\sqrt{s(t)} \end{aligned}$ | $\begin{aligned} & S(k)=\sum_{m=0}^{k}(G(m) G(k-m)+H(m) H(k-m)) \\ & F(k)=\frac{1}{2 F(0)}\left(S(k)-\sum_{m=1}^{k-1} F(m) F(k-m)\right) \end{aligned}$ |

by well-developed rules, and then it is straightforward to calculate high order DTs of state variables from their low order DTs. Finally, substituting DTs back to Eq. (2) provides an analytical approximation of state variables.

In this section, the applications of DT rules to equations of a detailed synchronous generator, control components, and network RLC circuits are presented in detail.

## A. Synchronous Generator Model

A detailed voltage-behind-reactance round rotor generator EMT model is adopted as shown in Eq. (4)-(12) below [11][12].

$$
\begin{align*}
& \frac{d \delta}{d t}=\Delta \omega_{r} \\
& \frac{d \Delta \omega_{r}}{d t}=\frac{\omega_{0}}{2 H}\left(p_{m}-p_{e}-D \frac{\Delta \omega_{r}}{\omega_{0}}\right) \\
& \frac{d \lambda_{f d}}{d t}=e_{f d}-\frac{r_{f d}}{L_{l f}}\left(\lambda_{f d}-\lambda_{a d}\right)  \tag{4}\\
& \frac{d \lambda_{1 d}}{d t}=-\frac{r_{1 d}}{L_{1 d l}}\left(\lambda_{1 d}-\lambda_{a d}\right) \\
& \frac{d \lambda_{1 q}}{d t}=-\frac{r_{1 q}}{L_{1 q l}}\left(\lambda_{1 q}-\lambda_{a q}\right) \\
& \frac{d \lambda_{2 q}}{d t}=-\frac{r_{2 q}}{L_{2 q l}}\left(\lambda_{2 q}-\lambda_{a q}\right) \\
& \frac{d i_{a b c}}{d t}=-\frac{1}{L_{a b c}^{\prime \prime}}\left(v_{a b c}-P_{a r k}^{-1} v_{0 d q}^{\prime \prime}+R_{s} i_{a b c}+\frac{d L_{a b c}^{\prime \prime}}{d t} i_{a b c}\right)
\end{align*}
$$

where $\delta, \omega_{r}, \Delta \omega_{r}, H, D, p_{m}$, and $p_{e}$ are rotor angle, rotor angle speed, rotor angle speed deviation, inertial constant, damping constant, mechanical power, and electrical power, respectively; $\omega_{0}$ is the nominal frequency of the system; $\lambda_{f d}$, $\lambda_{1 d}, \lambda_{1 q}$, and $\lambda_{2 q}$ are flux linkages of filed winding, $d$-axis damper winding, $q$-axis first damper winding, $q$-axis second damper winding, respectively; $r_{f d}, r_{1 d}, r_{1 q}$, and $r_{2 q}$ are resistances of the four windings; $L_{f d l}, L_{1 d l}, L_{1 q l}$, and $L_{2 q l}$ are leakage inductance of the four windings; $e_{f d}$ is field voltage; $i_{a b c}$ and $v_{a b c}$ are three phase terminal current and voltage which interface with the grid; $R_{s}$ is a constant stator resistance matrix.

Also, $L_{\mathrm{abc}}^{\prime \prime}$ is the subtransient inductance matrix shown below:

$$
L_{a b c}^{\text {"ab }}=\left[\begin{array}{ccc}
L_{S}(2 \theta) & L_{M}(2 \theta-2 \pi / 3) & L_{M}(2 \theta+2 \pi / 3)  \tag{5}\\
L_{M}(2 \theta-2 \pi / 3) & L_{S}(2 \theta+2 \pi / 3) & L_{M}(2 \theta) \\
L_{M}(2 \theta+2 \pi / 3) & L_{M}(2 \theta) & L_{S}(2 \theta-2 \pi / 3)
\end{array}\right]
$$

where,

$$
\begin{aligned}
& L_{S}(\bullet)=L_{a l}+\frac{1}{3}\left(L_{0}-L_{a l}+L_{a d}^{\prime \prime}+L_{a q}^{\prime \prime}\right)+\frac{1}{3}\left(L_{a d}^{\prime \prime}-L_{a q}^{\prime \prime}\right) \cos (\bullet) \\
& L_{M}(\cdot)=\frac{1}{6}\left(2 L_{0}-2 L_{a l}-L_{a d}^{\prime \prime}-L_{a q}^{\prime \prime}\right)+\frac{1}{3}\left(L_{a d}^{\prime \prime}-L_{a q}^{*}\right) \cos (\bullet) \\
& L_{a d}^{\prime \prime}=1 /\left(1 / L_{a d}+1 / L_{f d l}+1 / L_{1 d l}\right) \\
& L_{a q}^{\prime \prime}=1 /\left(1 / L_{a q}+1 / L_{1 q l}+1 / L_{2 q l}\right)
\end{aligned}
$$

The $d-q$ axis sub transient voltages $v_{\mathrm{d}}^{\prime \prime}$ and $v_{\mathrm{q}}^{\prime \prime}$ are:

$$
\begin{align*}
v_{d}^{\prime \prime}= & -\left(\frac{r_{f d}}{L_{f l}^{2}}+\frac{r_{1 d}}{L_{1 d l}^{2}}\right) L_{a d}^{\prime 2} i_{d}-\left(\frac{r_{f d} L_{a d}^{\prime \prime}}{L_{f l}^{2}}\left(1-\frac{L_{a d}^{\prime \prime}}{L_{f l}}\right)-\frac{L_{a d}^{\prime 2}}{L_{1 d l}^{2}} \frac{r_{1 d}}{L_{f l}}\right) \lambda_{f d} \\
& +\left(\frac{L_{a d}^{\prime 2}}{L_{f l}^{2}} \frac{r_{f d}}{L_{1 d l}}-\frac{r_{1 d} L_{a d}^{\prime \prime}}{L_{1 d l}^{2}}\left(1-\frac{L_{a d}^{\prime \prime}}{L_{1 d l}}\right)\right) \lambda_{1 d}  \tag{7}\\
& -\omega_{r} L_{a q}^{\prime}\left(\frac{\lambda_{1 q}}{L_{1 q l}}+\frac{\lambda_{2 q}}{L_{2 q l}}\right)+\frac{L_{a d}^{\prime}}{L_{f l}} v_{f d} \\
v_{q}^{\prime \prime}= & -\left(\frac{r_{1 q}}{L_{1 q l}^{2}}+\frac{r_{2 q}}{L_{2 q l}^{2}}\right) L_{a q}^{\prime 2} i_{q}-\left(\frac{r_{1 q} L_{a q}^{\prime \prime}}{L_{1 q l}^{2}}\left(1-\frac{L_{a q}^{\prime \prime}}{L_{1 q l}}\right)-\frac{L_{a q}^{\prime 2}}{L_{2 q l}^{2}} \frac{r_{2 q}}{L_{1 q l}}\right) \lambda_{1 q} \\
+ & \left(\frac{L_{a q}^{2}}{L_{1 q l}^{2}} \frac{r_{1 q}}{L_{2 q l}}-\frac{r_{2 q} L_{a q}^{\prime \prime}}{L_{2 q l}^{2}}\left(1-\frac{L_{a q}^{\prime \prime}}{L_{2 q l}}\right) \lambda_{2 q}\right.  \tag{8}\\
& +\omega_{r} L_{a d}^{\prime \prime}\left(\frac{\lambda_{f d}}{L_{f d l}}+\frac{\lambda_{1 d}}{L_{1 d l}}\right)
\end{align*}
$$

The d-axis and q-axis flux linkage $\lambda_{a d}$ and $\lambda_{a q}$ are:

$$
\begin{align*}
& \lambda_{a d}=\frac{-i_{d}+\lambda_{f d} / L_{f d l}+\lambda_{1 d} / L_{1 d l}}{1 / L_{a d}+1 / L_{f d l}+1 / L_{1 d l}}  \tag{9}\\
& \lambda_{a q}=\frac{-i_{q}+\lambda_{1 q} / L_{1 q l}+\lambda_{2 q} / L_{2 q l}}{1 / L_{a q}+1 / L_{1 q l}+1 / L_{2 q l}}
\end{align*}
$$

In addition, $P_{\text {ark }}$ represents the magnitude invariant Park transformation matrix which is used to transfer three phase variables to $d-q$ axis variables, and is shown below:

$$
P_{a r k}=\frac{2}{3}\left[\begin{array}{ccc}
1 / 2 & 1 / 2 & 1 / 2  \tag{10}\\
\cos (\theta) & \cos \left(\theta-\frac{2 \pi}{3}\right) & \cos \left(\theta+\frac{2 \pi}{3}\right) \\
-\sin (\theta) & -\sin \left(\theta-\frac{2 \pi}{3}\right) & -\sin \left(\theta+\frac{2 \pi}{3}\right)
\end{array}\right]
$$

with

$$
\begin{equation*}
\frac{d \theta}{d t}=\omega_{r} \tag{11}
\end{equation*}
$$

The electromagnetic power is given by equation (12) below, where $P$ is the number of poles.

$$
\begin{equation*}
p_{e}=\frac{3 P}{4} \omega_{r}\left(\lambda_{a d} i_{q}-\lambda_{a q} i_{d}\right) \tag{12}
\end{equation*}
$$

Applying the DT rules to Eqs. (4)-(12) yields the corresponding DT equations. Due to the space constraints,

DT of $\lambda_{f d}, i_{a b c}, v_{\mathrm{q}}^{\prime \prime}$, and $p_{\mathrm{e}}$ are given below, where $\psi, W_{r}, I, V$, $E_{f d}, P_{\mathrm{e}}$ denote DTs of $\lambda, \omega_{\mathrm{r}}, i, v, e_{\mathrm{fd}}, p_{\mathrm{e}}$, respectively. For the DTs of the Park matrix, because only constant numbers, sine functions, and cosine functions are included, they can be easily derived with rule \#1 and rule \#6 from Table I and are not presented in detail here. In addition, for a round rotor generator, because $L_{\mathrm{ad}}^{\prime \prime}$ is equal to $L_{\mathrm{a} \mathrm{a}}^{\prime \prime}, L_{\mathrm{abc}}^{\prime \prime}$ becomes a constant matrix.

$$
\begin{align*}
& \left.\left.\begin{array}{rl}
(k+1) \psi_{f d}(k+1)= & E_{f d}(k)-\frac{r_{f d}}{L_{l f}}\left(\psi_{f d}(k)-\psi_{a d}(k)\right) \\
(k+1) I_{a b c}(k+1)= & \frac{-1}{L_{a b c}^{"}}\left(V_{a b c}(k)+R_{s} I_{a b c}(k)\right. \\
& \left.-\sum_{m=0}^{k}\left(P_{a r k}^{-1}(m) V_{0 d q}^{\prime \prime}(k-m)\right)\right) \\
V_{q}^{\prime \prime}(k+1)=-\left(\frac{r_{1 q}}{L_{1 q l}^{2}}+\frac{r_{2 q}}{L_{2 q l}^{2}}\right) L_{a q}^{\prime 2} I_{q}(k+1) \\
\quad-\left(\frac{r_{1 q} L_{a q}^{\prime \prime}}{L_{1 q l}^{2}}\left(1-\frac{L_{a q}^{\prime}}{L_{1 q l}}\right)-\frac{L_{a q}^{22}}{L_{2 q l}^{2}} \frac{r_{2 q}}{L_{1 q l}}\right) \psi_{1 q}(k+1) \\
\quad+\left(\frac{L_{a q}^{2}}{L_{1 q l}^{2}} \frac{r_{1 q}}{L_{2 q l}}-\frac{r_{2 q} L_{a q}^{\prime \prime}}{L_{2 q l}^{2}}\left(1-\frac{L_{a q}^{\prime \prime}}{L_{2 q l}}\right)\right) \psi_{2 q}(k+1) \\
\quad+L_{a d}^{\prime \prime} \sum_{m=0}^{k+1}\left(W _ { r } ( m ) \left(\frac{\psi_{f d}}{2}(k+1-m)\right.\right. \\
L_{f d l}
\end{array}+\frac{\psi_{1 d}(k+1-m)}{L_{1 d l}}\right)\right)  \tag{13}\\
& P_{e}(k+1)=\frac{3 P}{4} \sum_{m=0}^{k+1}\left(\left(W_{r}(m) \sum_{n=0}^{k+1-m}\right.\right.  \tag{14}\\
& \quad\left(\psi_{a d}(n) I_{q}(k+1-m-n)-\psi_{a q}(n) I_{d}(k+1-m-n)\right)
\end{align*}
$$

## B. Turbine-Governing Model

The adopted TGOV1 model is shown in Eq. (17) [13].

$$
\begin{align*}
& V_{\min } \leq p_{1} \leq V_{\max } \\
& \frac{d p_{1}}{d t}=\frac{1}{T_{1}}\left(\frac{1}{R}\left(p_{r e f}-\Delta \omega_{r}\right)-p_{1}\right)  \tag{17}\\
& \frac{d p_{2}}{d t}=\frac{1}{T_{3}}\left(T_{2} \frac{d p_{1}}{d t}+p_{1}-p_{2}\right) \\
& p_{m}=p_{2}-D_{t} \Delta \omega_{r}
\end{align*}
$$

where $p_{m}$ is the mechanical power; $p_{1}$ and $p_{2}$ are intermediate state variables; $p_{\text {ref }}$ is the reference power, and others are control parameters.

The corresponding DT of Eq. (17) is given below: ( when $p_{1}=V_{\text {max }}$ and $d p_{1} / d t>0$, or $p_{1}=V_{\text {min }}$ and $d p_{1} / d t<0$ $P_{1}(k+1)=0$
otherwise
$(k+1) P_{1}(k+1)=\frac{1}{T_{1}}\left(\frac{1}{R}\left(\eta(k) p_{r e f}-\Delta W_{r}(k)\right)-P_{1}(k)\right)$
$(k+1) P_{2}(k+1)=\frac{1}{T_{3}}\left((k+1) T_{2} P_{1}(k+1)+P_{1}(k)-P_{2}(k)\right)$
$P_{m}(k+1)=P_{2}(k+1)-D_{t} \Delta W_{r}(k+1)$

## C. Exciter Model

The SEXS Exciter is used and described below [14]:

$$
\begin{align*}
& E_{\min } \leq e_{f d} \leq E_{\max } \\
& \frac{d e_{f d}}{d t}=\frac{1}{T_{E}}\left(k_{E} v_{3}-e_{f d}\right) \\
& \frac{d v_{3}}{d t}=\frac{1}{T_{B}}\left(T_{A} \frac{d v_{2}}{d t}+v_{2}-v_{3}\right)  \tag{19}\\
& v_{2}=v_{r e f}-v_{t} \\
& v_{t}=\left(v_{d}^{2}+v_{q}^{2}\right)^{1 / 2}
\end{align*}
$$

where $v_{\text {ref }}$ is voltage regulator reference; $v_{t}$ is terminal voltage; $v_{2}$ and $v_{3}$ are intermediate variables; $K_{E}, T_{E}, T_{A}, T_{B}$ are exciter control parameters.

The DT of (19) is given in Eq. (20) below.
(when $e_{f d}=E_{\max }$ and $d e_{f d} / d t>0$, or $e_{f d}=E_{\min }$ and $d e_{f d} / d t<0$ $E_{f d}(k+1)=0$
otherwise
$(k+1) E_{f d}(k+1)=\frac{1}{T_{E}}\left(k_{E} V_{3}(k)-E_{f d}(k)\right)$
$(k+1) V_{3}(k+1)=\frac{1}{T_{B}}\left((k+1) T_{A} V_{2}(k+1)+V_{2}(k)-V_{3}(k)\right)$
$V_{2}(k+1)=\eta(k+1) v_{\text {ref }}-V_{t}(k+1)$
$V_{t}(k+1)=\frac{1}{2 V(0)}\left(U(k+1)-\sum_{m=1}^{k} V_{t}(m) V_{t}(k-m)\right)$
$U(k+1)=\sum_{m=0}^{k+1}\left(V_{d}(m) V_{d}(k+1-m)+V_{q}(m) V_{q}(k+1-m)\right)$

## E. Network RLC(Resistor Inductor Capacitor) circuits Model

For components including transmission lines represented by a PI section, transformers, constant impedance loads, and fixed shunts, they can all be regarded as RLC circuits and be divided into grounding capacitance circuits and serial resistance-inductance circuits generally.


Fig. 1. A serial resistor-inductor circuit
For a resistor-inductor circuit shown in Fig. 1, the corresponding equation is:

$$
\begin{equation*}
\frac{d i_{1}}{d t}=L^{-1}\left(v_{11}-v_{12}-R i_{1}\right) \tag{21}
\end{equation*}
$$

The DT of Eq. (21) is given below:

$$
\begin{equation*}
(k+1) I_{1}(k+1)=L^{-1}\left(V_{11}(k)-V_{12}(k)-R I_{1}(k)\right) \tag{22}
\end{equation*}
$$



Fig. 2. A grounding capacitance circuit
For a grounding capacitance shown in Fig. 2, its equation is:

$$
\begin{equation*}
\frac{d v_{2}}{d t}=C^{-1} i_{2} \tag{23}
\end{equation*}
$$

The DT of (23) is given below:

$$
\begin{equation*}
(k+1) V_{2}(k+1)=C^{-1} I_{2}(k) \tag{24}
\end{equation*}
$$

Note that in three-phase systems, the current and voltage are three-phase values, and R, L, C parameters are $3 \times 3$ matrices.

## IV. Proposed DT-Based EMT Simulation Protocol

Based on the DT equations derived in the last section, the simulation steps are generalized below:

1) Separate all state variables into three groups:

$$
\begin{gathered}
x_{1}(t)=\left[\delta, \Delta \omega_{r}, \lambda_{f d}, \lambda_{1 d}, \lambda_{1 q}, \lambda_{2 q}, i_{a b c}, \theta, p_{1}, p_{2}, e_{f d}, v_{3}\right] \\
x_{2}(t)=\left[i_{n e t}, v_{n e t}\right] \\
x_{3}(t)=\left[i_{d}, i_{q}, v_{d}, v_{q}, v_{t}, \lambda_{a d}, \lambda_{a q}, p_{e}, v_{3}, v_{t}, v_{\mathrm{d}}^{\prime \prime}, v_{\mathrm{q}}^{\prime \prime}\right]
\end{gathered}
$$

where $x_{1}$ includes all generator state variables; $i_{\text {net }}$ includes all network inductor currents; $v_{\text {net }}$ includes all network capacitance voltages; $x_{3}$ includes all terms which can be calculated by algebraic equations. Also, because only balanced faults are considered in this paper, both $i_{0}$ and $v_{0}$ are equal to 0 and are not chosen as state variables.
2) Obtain initial values of all state variables at $t=t_{0}$, and denote them as $X_{1}(0), X_{2}(0), X_{3}(0)$;
3) Calculate $X_{1}(1)$ with corresponding DT of Eq.(4); calculate $X_{2}$ (1) with Eq.(22) and (24);
4) Calculate $X_{3}(1)$ by the corresponding DT equations of $x_{3}$ variables;
5) Repeat step 2)-4) to calculate $X_{1}(2), X_{2}(2), X_{3}(2)$ using $X_{1}(0-1), X_{2}(0-1), X_{3}(0-1)$;
6) Continue the protocol of step 2)-4) to calculate DTs up to the $k^{\text {th }}$ order, which are $X_{1}(k), X_{2}(k), X_{3}(k)$;
7) Calculate the approximate value of $x_{1}(\Delta t), x_{2}(\Delta t)$, $x_{3}(\Delta t)$ using Eq. (3), where $\Delta t$ is the simulation time step;
8) Update $t_{0}=t_{0}+\Delta t$, and use $x_{1}(\Delta t), x_{2}(\Delta t), x_{3}(\Delta t)$ as new initial values, then repeat step 2)-7) to calculate $x_{1}(2 \Delta t), x_{2}(2 \Delta t), x_{3}(2 \Delta t)$;
9) Continue the multi-stage protocol of step 8) to calculate $x_{1}(t), x_{2}(t), x_{3}(t)$ at further time steps till finish the simulation.

Generally, a higher-order DT, e.g., the value of $k$ in Eq. (3), enables a larger time step but will increase the computation burden at each step.

## V. Case Studies on A Two-Area System

This section tests the performance of the DT methodbased EMT simulation protocol on a two-area system as shown in Fig. 3 [15].


Fig. 3. A two-area system
In the simulation, the system is in a steady state at first, and at $t=1 \mathrm{~s}$, bus 7 is grounded and lasted for 5 cycles. The fault is then cleared without tripping any lines. In this test, the benchmark simulation result is given by the $4^{\text {th }}$ order RungeKutta (RK4) method using a tiny time step of $1 \mu \mathrm{~s}$.

After that, the 2 seconds post fault simulation result
provided by the $20^{\text {th }}$-order DT method using a time step of $100 \mu \mathrm{~s}$ is compared with the benchmark in Figures. 4-7.


Fig.4. Simulation result of relative rotor angle


Fig.5. Frequency deviation of generators


Fig.6. Three-phase terminal current of generator \#2


Fig.7. Three-phase voltage at bus \#7
Figs. 4-7 show that results given by the DT method could accurately match the benchmark result. Also, convergence and accuracy can be ensured when the time step is not too large.

Then, under different error tolerances, the computation efficiency of the DT method using different orders on the post
fault simulation lasts for 2 seconds are presented in Table II. Finally, the computation cost of the $30^{\text {th }}$-order DT is compared with that of the RK4 method, modified Euler method (ME), and trapezoidal-rule method under different error tolerances. Here, an error tolerance is provided by the maximum absolute error of all state variables over the whole simulation time interval compared with the benchmark results. The comparison results are given in Table III.

TABLE II. Time Steps and Costs of Different Order DT Methods

| Error | DT <br> $\left(10^{\text {th }}\right.$ order $)$ |  | DT <br> $\left(20^{\text {th }}\right.$ order $)$ |  | DT <br> $\left(30^{\text {th }}\right.$ order $)$ |  | DT <br> $\left(40^{\text {th }}\right.$ order $)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ |
| $10^{-2}$ | 72 | 81 | 200 | 58 | 330 | 53 | 412 | 58 |
| $10^{-3}$ | 58 | 100 | 180 | 64 | 306 | 57 | 382 | 62 |
| $10^{-4}$ | 46 | 1162 | 158 | 73 | 284 | 62 | 365 | 68 |

TABLE III. Comparing Time Steps and Costs of Different Methods

| Error | ME |  | RK 4 |  | DT <br> $\left(30^{\text {th }}\right.$ order) |  | Trapezoidal- <br> (p.u.) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ | Time <br> step <br> $(\mu \mathrm{s})$ | Time <br> cost <br> $(\mathrm{s})$ |
| $10^{-2}$ | 1.0 | 1045 | 10 | 200 | 330 | 53 | 400 | 92 |
| $10^{-3}$ | 0.5 | 2100 | 5 | 360 | 306 | 57 | 400 | 230 |
| $10^{-4}$ | 0.5 | 4215 | 3 | 550 | 284 | 62 | 400 | 600 |

From Table II, with the increase of the order of DT, the time step keep increasing, and the computation cost first decreases and then increases. This validates that high order DT could enlarge the time step, but when the order is too high, the burden of computing high order terms would decrease the overall computation efficiency.

From Table III, the time step of the $30^{\text {th }}$ order DT method is much bigger than that of the ME and RK4 methods, thus the simulation time cost of the DT method is much smaller especially when the simulation desires smaller error tolerance. Also, the time step of the trapezoidal-rule method (utilized by ode23t in MATLAB with the setting of error limit) does not affect its computation cost because it is an implicit method, and iterations are needed to converge to an accurate result, and more iterations are required when the time step is big. Thus, the overall computation remains the same and only the results under a $400 \mu$ s time step are given in the table. Specifically, the computation speed of $30^{\text {th }}$ order DT is 4 times or more faster than other methods when the error tolerance is $10^{-3}$, and 8.8 times or more faster when the error tolerance is $10^{-4}$. Thus, the simulation results validate the high computation efficiency and accuracy of the proposed DT-based approach.

## VI. CONCLUSION

This paper proposes a differential transformation (DT)based semi-analytical method for EMT simulation in the state space. Based on well-developed DT transform rules, the DTs of EMT state-space equations considering various common system components are derived. Because high-order series terms are used in the DT method, the time step can be
significantly enlarged, and thus the time cost can be reduced. The simulation results on the two-area system demonstrate that the DT-based approach has achieved a large time step and reduced the time cost significantly for a small error tolerance at the level of $10^{-4}$. The proposed method can also be utilized in the simulation of renewable energy resources, distributed transmission lines, unbalanced faults, and will be developed in our future work.

## REFERENCES

[1] C. Liu, J. S. Thorp, "New methods for computing power system dynamic response for real-time transient stability prediction," IEEE Transactions on Circuits and Systems I: Fundamental Theory and Applications, vol. 47, no. 3, pp. 324-337, March. 2000.
[2] J. Shu, W. Xue, W. Zheng, "A parallel transient stability simulation for power systems," IEEE Trans. Power Syst., vol. 20, no. 4, pp. 17091717, Nov. 2005.
[3] J. Mahseredjian, V. Dinavahi and J. A. Martinez, "Simulation Tools for Electromagnetic Transients in Power Systems: Overview and Challenges," IEEE Trans. Power Del., vol. 24, no.3, pp. 1657-1669, July 2009.
[4] C. Dufour, J. Mahseredjian, J. Bélanger, "A combined state-space nodal method for the simulation of power system transients," IEEE Trans. Power Del., vol. 26, no. 2, pp. 928-935, April. 2011.
[5] A. Sinkar, H. Zhao, B. Qu, A. M. Gole, "A comparative study of electromagnetic transient simulations using companion circuits, and descriptor state-space equations." Electric Power Systems Research, 198: 107360, 2021.
[6] Y. Liu, K. Sun, R. Yao, B. Wang, "Power system time domain simulation using a differential transformation method," IEEE Trans. Power Syst., vol. 34, no. 5, pp. 3739-3748, Sept. 2019.
[7] Y. Liu and K. Sun, "Solving power system differential algebraic equations using differential transformation," IEEE Trans. Power Syst., vol. 35, no. 3, pp. 2289-2299, May. 2020.
[8] I. H. A. Hassan, "Application to differential transformation method for solving systems of differential equations." Applied Mathematical Modelling, vol. 32, no. 12, 2552-2559, 2008.
[9] Y. Liu, K. Sun, J. Dong, "A dynamized power flow method based on differential transformation," IEEE Access, vol. 8, pp. 182441-182450, Oct. 2020.
[10] E. Pukhov, G. Georgii, "Differential transforms and circuit theory," International Journal of Circuit Theory and Applications, vol. 10, no. 3, pp. 265-276, Jun. 1982.
[11] L. Wang and J. Jatskevich, "A Voltage-Behind-Reactance Synchronous Machine Model for the EMTP-Type Solution," IEEE Trans. Power Syst., vol. 21, no. 4, pp. 1539-1549, Nov. 2006.
[12] L. Wang, J. Jatskevich and H. W. Dommel, "Re-examination of Synchronous Machine Modeling Techniques for Electromagnetic Transient Simulations," IEEE Trans. Power Syst., vol. 22, no. 3, pp. 1221-1230, Aug. 2007.
[13] H. Cui, F. Li and K. Tomsovic, "Hybrid Symbolic-Numeric Framework for Power System Modeling and Analysis," IEEE Trans. Power Syst., vol. 36, no. 2, pp. 1373-1384, March 2021.
[14] A. M. Mohamad, N. Hashim, N. Hamzah, N. F. Nik Ismail and M. F. Abdul Latip, "Transient stability analysis on Sarawak's Grid using Power System Simulator for Engineering (PSS/E)," IEEE Symposium on Industrial Electronics and Applications, pp. 521-526, 2011.
[15] Prabha Kundur, "Power system stability and control", The EPRI Power System Engineering Series, 1994, McGraw-Hill.


[^0]:    This work was supported in part by the ERC Program of the NSF and U.S. DOE under grant EEC-1041877 and in part by the Advanced Grid Modeling (AGM) program of U.S. DOE Office of Electricity under grant DE-OE0000875.

