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a b s t r a c t 

Rare earth elements (REEs) are essential to society given their prevalence in many modern technologies. 

Quantitative elemental analysis of REEs is therefore a critical capability. Calibration free–laser-induced 

breakdown spectroscopy (CF-LIBS) is a rapidly maturing and promising approach to quantitative elemen- 

tal analysis with many attractive qualities. The application of CF-LIBS to analyzing samples containing 

the REEs is hindered by a lack of fundamental data, specifically transition probabilities (TPs). This study 

seeks to help address this knowledge deficiency by reporting 967 previously unreported TPs for 13 REEs 

(lanthanum, cerium, praseodymium, neodymium, samarium, gadolinium, terbium, dysprosium, holmium, 

erbium, thulium, ytterbium, and lutetium). The method developed in this study to estimate the TPs re- 

quires small amounts of material (a few nanograms) compared with other approaches ( ∼ milligrams), 

uses non-specialized equipment, and does not involve complicated sample preparations. 

© 2023 Elsevier Ltd. All rights reserved. 
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. Introduction 

The rare earth elements (REEs) are ubiquitous with modern sci- 

nce and technology because of their unique chemical and nuclear 

roperties. REEs elements are key components of magnetic, op- 

ical, anticorrosion, and other advanced materials used in every- 

ay technologies. Certain isotopes of the REEs have attractive nu- 

lear properties for use in radioisotope production targets, diagnos- 

ic and therapeutic agents in the field of nuclear medicine, as well 

s in quantum materials used in quantum information science [1–

] . The presence and concentration of several REEs in stellar me- 

ia is also of high interest for extending human understanding of 

he universe. Yet, experimentally determined transition probabil- 

ties (TPs) for many electronic transitions in neutral and ionized 

tomic REE species remain unreported in the literature. However, 

here are databases which supplement these experimental values 

ith values determined by ab-initio methods, such as the Kurucz 

atabase [4] . Additional experimental data would be helpful in the 

reas of both basic and applied science and technology. Of particu- 

ar interest to our group is the use of TPs in calibration free–laser- 

nduced breakdown spectroscopy (CF-LIBS). 
∗ Corresponding author. 

E-mail address: andrewshb@ornl.gov (H. Andrews) . 
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Laser-induced breakdown spectroscopy (LIBS) can be used to 

uantify nearly every element in the periodic table, including low 

nd high Z elements, stable and radioactive species, and samples 

f any physical form (e.g., solids, liquids, gasses, and aerosols). Re- 

ently, LIBS has been used to detect REEs in graphite matrices in 

anges as low as 30 ppm [ 5 , 6 ], monitor them in aerosol streams in

eal-time [7] , and to map them in glass-ceramic nuclear waste [8] . 

LIBS involves firing a focused laser pulse such that the power 

ensity (irradiance) at the sample surface is enough to ablate the 

aterial and form a plasma. As the generated plasma cools, en- 

rgy is released as optical light with emissions characteristic of 

he elemental makeup of the sample. LIBS signals are not based 

n mass like mass spectrometry. This circumvents isobaric inter- 

erences that can be commonly encountered with REE mass spec- 

rometry. Instead, a primary challenge faced by REE LIBS is the 

omplexity of REEs emissions having many overlapping lines. De- 

pite this, REE LIBS emission profiles offer many peaks to analyze, 

roviding avenues to model these complex systems. Another ad- 

antage of LIBS is that it can be employed remotely through op- 

ical fibers, periscope systems, or at large distances through tele- 

cope systems so that samples can be analyzed within hazardous 

nvironments [9–22] . The caveat to the traditional LIBS approach 

s that it requires matrix-matched standards to construct a cal- 

bration curve before analyzing unknown samples. This generally 

equires a significant amount of material ( ∼grams), which is very 
imited for rare materials. 

https://doi.org/10.1016/j.jqsrt.2023.108486
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jqsrt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jqsrt.2023.108486&domain=pdf
mailto:andrewshb@ornl.gov
https://doi.org/10.1016/j.jqsrt.2023.108486
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CF-LIBS, originally proposed by Ciucci et al., could enable more 

ime conservation, material conservation, and lessen exposure time 

23] . CF-LIBS relies on the assumption that the plasma is under lo- 

al thermodynamic equilibrium (LTE) during the time of data ac- 

uisition, which has been shown to be accurate under CF-LIBS ap- 

lied situations [24–27] . When under LTE conditions, the electron 

ensity is high enough that the collisional rates exceed the ra- 

iative rates, the concentration calculations can be dependent on 

reviously known fundamental values such as TPs. Leveraging the 

alibration on these previously reported values enables the fore- 

oing of calibration curves made with matrix-matched samples. 

his saves time, reduces the resources necessary for measurement, 

nd keeps exposure to a minimum. CF-LIBS can be completed by 

blating a sample, collecting the spectra, and performing Saha- 

oltzmann analysis to quantify the sample composition. As previ- 

usly stated, this is dependent on the fundamental values being 

eported. 

The primary barrier for use of CF-LIBS to quantitatively ana- 

yze for the REEs is the absence of reported TPs for many tran- 

itions of neutral, singly, and doubly ionized atomic species under 

IBS plasma relevant conditions. Another issue is that the typical 

ethods for estimating these values are material intensive, such as 

aser-induced fluorescence using a sputtered source from a hollow 

athode tube [28–30] . Other methods such as Dirac Hartree-Fock, 

elativistic configuration interaction methods, and LIBS techniques 

ave been used to produce TPs for praseodymium through gadolin- 

um and copper [ 31 , 32 ]. This study proposes a method to use LIBS

echniques with Saha-Boltzmann relations to calculate TPs. Similar 

ethods were used in our previous studies on europium and nep- 

uniuim [ 27 , 33 ]. This approach produces a large amount of data

nd suggests that it could be used for resource-restricted materials 

such as the actinides – to enable further applications of CF-LIBS. 

he work presented here improves upon our previous studies by 

mploying self-absorption corrections during data analysis to re- 

uced associated uncertainties and expands the measurements to 

3 additional REEs. 

. Experimental 

.1. Sample preparation 

Thirteen REEs were examined during this study. These 

ere lanthanum, cerium, praseodymium, neodymium, samarium, 

adolinium, terbium, dysprosium, holmium, erbium, thulium, yt- 

erbium, and lutetium. An individual sample was prepared for each 

EE. Each REE sample was spiked with strontium as an internal 

tandard. Strontium was selected because of its strong spectral 

esponse and emission peaks with well-known, low-uncertainty 

Ps. Strontium boasts similar benefits as helium which is used as 

he typical standard in discharge lamps; however, it can be di- 

ectly mixed into the sample solution whereas helium could not. 

his avoids any effects from inhomogeneous distribution of ele- 

ents within the plasma. Each REE and strontium mixture was 

ade from Inorganic Ventures 10,0 0 0 μg ml −1 inductively cou- 

led plasma standards. Three different molar ratios were 10, 5, 

nd 2 were prepared for each REE/strontium combination. A 10 μl 

roplet of each solution was pipetted onto individual aluminum- 

061 pucks. The aluminum pucks were machined to have a small 

ecession in the center where the droplet would rest. The pucks 

ere placed onto a hot plate and set to a low temperature un- 

il the solution had completely dried. Duplicate samples were pre- 

ared for each concentration, as well as two strontium-only sam- 

les. Both the varied molar ratios and the use of duplicate samples 

ere adjustments made from previous studies intended to help in- 

rease confidence in the TPs determined in this study [ 27 , 33 ]. 
2 
.2. Laser-Induced breakdown spectroscopy measurements 

All LIBS measurements were performed using the same laser 

ystem detailed previously [ 27 , 33 , 34 ]. Briefly, the system included

n Applied Photonics LIBSCAN 150 system using a fundamental 

avelength of 1064 nm, a pulse energy of 161 ± 2.25 mJ, a pulse 

ength of 5 ns, a spot size diameter of 500 μm, a laser fluence 

f 82 J cm 

−2 , and a Catalina Scientific Instruments EMU-120/65 

chelle spectrometer. Collected spectra were measured with a gate 

elay of 1 μs and a gate width of 100 μs. Before any measurements

ere taken, the spectrometer wavelength was calibrated using a 

tellarNet, Inc., SL2 mercury argon lamp, and the spectral efficiency 

as calculated using a StellarNet, Inc., SL1-CAL tungsten halogen 

amp with a certified spectrum. 

Blank aluminum pucks were used to optimize the arrangement 

ettings of the translation stage. Each test sample was placed in 

he LIBS unit on the translation stage and shot in a star pattern 

n 9 different spots, 5 times at each spot, providing 45 spectra per 

ample. Every 15 sequential spectra (3 spots) were averaged prior 

o analysis. 

.3. Spectra processing 

The analyzed spectra were corrected using a determined rela- 

ive efficiency function based on the optical arrangement of the 

ystem. This included the collection lenses, optical fiber, and the 

pectrometer itself. The relative efficiency function was determined 

y relating the average of 10 measured spectra of a calibration 

amp to its certified spectrum. Additional information about the 

rocedure can be found in our previous work [ 27 , 33 ]. After the

fficiency correction was completed, the spectra were background 

orrected. The background correction was performed based off of 

he work done by Yaroshchyk and is detailed elsewhere [ 27 , 35 ]. 

Lastly, each spectrum was normalized to the 396.15 nm Al 

 peak intensity. Normalizing the spectra aided in correcting for 

hot-to-shot laser energy variation. This shot-to-shot variation al- 

ers the amount of energy distributed into the sample, which then 

mpacts the amount of material ablated and the formation of the 

lasma. Both normalizing and averaging mitigate this variance. 

his Al peak in several different REE spectra is shown overlaid 

n Fig. S1. An alternative normalization approach would be to fit 

he Al peak and normalize to the peak’s area which may account 

or ablation differences slightly differently by considering the peak 

idth change; however, as seen in Fig. S1 there is little change in 

he peak shape indicating intensity normalization was sufficient. 

.4. Peak identification and fitting 

The neutral and singly ionized energy levels of each REE, taken 

rom the Basic Atomic Spectroscopic Database hosted by the Na- 

ional Institute for Standards and Technology, were used to calcu- 

ate all possible transitions that would result in emissions in the 

isible spectrum. For each REE these calculated emission wave- 

engths were compared to preprocessed spectra of a blank alu- 

inum sample, a sample with only strontium, and a sample with a 

EE and no strontium. The spectra were then meticulously scanned 

o identify REE species’ peaks available for further analysis. 

After all of the available peaks were identified, the lmfit pack- 

ge in Python was used to fit Voigt functions to the emission peaks 

36] . Voigt functions are a convolution of Lorentzian and Gaussian 

unctions; this combination is typically used for fitting LIBS peaks 

26] . The widths of the Lorentz and Gaussian component of the 

oigt profile changes from peak to peak and sample to sample, 

hich is why each peak must be fit individually. The peak cen- 

ers and areas were then determined using the Voigt fits and used 

n further analysis as the integral intensity. Peaks were matched 
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ith transition information based on their Voigt fit centers; it is 

mportant to note there is some uncertainty here. 

.5. Saha-Boltzmann analysis 

The integral intensity I nm 

of an electronic transition of species 

 from energy level n to m can be calculated as a function of sev-

ral parameters. The Saha equation, another vital descriptor of the 

missions of an LTE plasma, describes the ratio between the con- 

entrations of species at different ionization levels [ 27 , 37 , 38 ]. The

quations for the integral intensity and Saha relationship, respec- 

ively, are as follows: 

 nm 

= F ( λ) C s 
A nm 

g n 

U s 
exp 

(−E n 

T 

)
, (1) 

here I is the integral intensity, F( λ) is the instrument function 

efficiency), C s is the number density of species s, A is the TP, g is

he level degeneracy, E is the ionization energy, T is plasma tem- 

erature, and U s is the partition function of species s at a given 

lasma temperature. 

C 2 
C 1 

= 

( 2 πm e T ) 
3 / 2 

n e h 

3 

2 U 2 

U 1 

exp 

(−E ion 

T 

)
, (2) 

here 1 and 2 refer to separate upper and lower ionization states, 

espectively, m e is the electron mass, n e is the electron density, h 

s Plank’s constant, and E ion is the ionization energy [ 37 , 38 ]. As de-

ailed in our previous work, combining the integral intensity and 

aha equations Eqs. (3) and (4) provides the Saha-Boltzmann rela- 

ion, which can be written in a linear form as 

 = mx + b ( T ) where 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

m = − 1 
T 
, b ( T ) = ln 

(
F C 1 
( U 1 ) 

)
, 

x = 

{
E 1 ( neut ral ) , 

E 2 + E ion ( ionic ) , 

y = 

⎧ ⎨ 

⎩ 

ln 

(
I 1 

g 1 A 1 

)
( neut ral ) , 

ln 

(
I 2 

g 2 A 2 

)
− ln 

(
2 ( 2 πm e T ) 

3 
2 

h 3 n e 

)
( ionic ) 

(3) 

The electron density and plasma temperature are needed for 

he Saha-Boltzmann method. The electron density was obtained 

sing Eq. (4) , which relates the Stark broadening associated with 

he Balmer series hydrogen alpha line, which was strongly visible 

n our spectrum, and its full width half max ( �λ) from de Oliveira

orges [39] . The electron density was calculated for each sample 

pectrum. An improvement to be made in future studies would be 

o account for the spectrometer’s instrument broadening prior to 

his calculation. 

 e = 

[ (
�λ

0 . 549 

)1 . 4713 
] 

10 

17 
. (4) 

The temperature was calculated through iteratively fitting the 

aha-Boltzmann graphs ( Eq. (3) ). An initial temperature guess was 

rovided to a Python script, then Saha-Boltzmann coordinates 

ere calculated, and a line was fitted. A new temperature was de- 

ermined from the slope of this fitted line. This process was looped 

ntil the percent difference of the temperature from the previous 

teration and the current iteration was below 0.0 0 01%. This was 

one for both the strontium and the REE of each sample. It was ob- 

erved that the strontium temperature was slightly different than 

ach of the REE temperatures and that the REE temperatures had 

ore spread in their data. The reader is referred elsewhere for 

ore information on this method for determining the plasma tem- 

erature [40] . 

Given that the spectra were efficiency corrected and repeatable, 

his spread about the Saha-Boltzmann fit was attributed to self- 

bsorption, a common occurrence in LIBS spectra. The preferred 
3 
ethod of self-absorption correction is to use Stark broadening co- 

fficients when available. This was possible for the two ionized 

trontium peaks used in this study, both of which showed char- 

cteristics of self-absorption. The remaining emissions were cor- 

ected using the Internal Reference for Self-Absorption Correction 

IRSAC) methodology developed by Sun and Yu [41] . The IRSAC 

ethod was performed as follows. The transitions that are affected 

he most by self-absorption are often ones with large TPs and low 

pper energy levels. Based on this logic, the neutral and ionized 

ransitions were ranked to identify the emissions with the low- 

st TPs and highest upper energy levels. Each trait was weighed 

qually to form an overall rank, and the neutral and singly ionized 

eaks with the highest overall ranks were chosen to be the self- 

bsorption reference peaks. The remaining emission peaks were 

hen adjusted using the self-absorption coefficients calculated as 

f b λ = 

I ij 
λ

A mn g m 

I mn 
λR 

A ij g i 
e 

−E m + E i 
T , (5) 

here R indicates the reference peak, m/n refer to the upper and 

ower states of the reference line, and i/j refer to the upper and 

ower states of the line being corrected. The initial temperature 

sed was from the Saha-Boltzmann iterative fitting previously dis- 

ussed. Once the f-value for each peak was calculated, the inten- 

ities of the non-reference peaks were divided by the f-values to 

rovide adjusted integral intensities. Although the reference peaks 

re assumed to have no self-absorption, there is a possibility of 

inor levels. If a peak had an f-value greater than 1 that indicated 

t was experiencing less self-absorption than the reference peaks. 

hen this occurred, the f-value was set to 1 so that the intensity 

ould not be altered. The IRSAC method uses an iterative proce- 

ure where the emission peaks were corrected, and a new Saha- 

oltzmann plot was calculated. The new Saha-Boltzmann coordi- 

ates were then used to correct the emissions again. The process 

as iterated through until the coefficient of determination (R 

2 ) dif- 

erences between iterations were less than 0.01%. 

. Results and discussion 

A total of 78 samples were tested in this study to estimate 

ew TPs for 13 REEs. The remaining two REEs not studied are eu- 

opium and promethium. Europium was measured in a previous 

tudy [27] . Promethium is the only REE without a stable isotope, 

aking the element not only rare but also requiring proper radio- 

ogical controls which were otherwise unneeded in this study. Each 

EE spectrum was parsed to match emission peaks with energy 

evel transitions. The spectra of the REE samples, along with the 

l and Sr spectra, are shown in Fig. 1 . Zoomed spectra plots for 

e, Dy, Er, and Pr are shown in the Fig. S2 of the Supporting Infor-

ation. Even when visualizing 100 nm of wavelength, differences 

etween all the spectral signatures of each REE can be seen. 

The emission lines observed in this study ranged between 350 

nd 650 nm. The lower end of this range was the result of the 

ptical efficiency, which was significantly reduced below 350 nm. 

ines for oxygen and nitrogen were very prevalent above 650 nm 

nd overwhelmed most of the spectra beyond that point. The REE 

eaks that were found in this study were primarily ionized peaks, 

lthough many neutral peaks were found as well. This behav- 

or is seen in many other studies, as the ionized peaks tend to 

ave greater emission intensities than the neutral peaks [42–46] . 

ig. 2 shows the theoretical comparison of neutral versus singly 

onized theoretical emission and normalized intensities for lan- 

hanum, cerium, and neodymium. In Fig. 2 (a), the ionized emis- 

ions are shown to be much more intense than neutral emissions. 

n Fig. 2 (b), both neutral and singly ionized peaks are shown to 

e in balance with one another for the temperatures seen in this 



S. Irvine, H. Andrews, K. Myhre et al. Journal of Quantitative Spectroscopy & Radiative Transfer 297 (2023) 108486 

Fig. 1. Stacked comparison of REE spectra to the spectrum of the Al substrate and Sr standard blank illustrating the number of peaks available for analysis in this study. 

Fig. 2. Comparison of neutral versus singly ionized (a) theoretical emission intensities and (b) zoomed in temperature region showing the crossover between neutral and 

singly ionized populations. 

4 
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Fig. 3. Saha-Boltzmann plots for each REE after self-absorption correction. The shown plots are for the 10:1 REE:strontium molar ratio samples. 
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tudy (e.g., 0.6–0.8 eV). However, because neutral peaks are much 

ower in their maximum intensity than ionized peaks, they are 

uch more susceptible to being lost in the background emissions. 

uture work could intentionally test samples at different laser en- 

rgies and delay times to measure the plasma at different temper- 

tures to target different ionization states. 

The fitted peak areas were used to construct Saha-Boltzmann 

lots, which were then adjusted for self-correction using the IR- 

AC procedure. These plots are shown in Fig. 3 for each element. 

here is a trend among the Saha-Boltzmann plots where the REE 

ines slowly rise above the strontium lines as the elemental mass 

ncreases; the slopes remain similar, but the intercept slowly in- 

reases across the series. Each temperature reported is the REE 

emperature. For gadolinium and terbium, their slopes were forced 

o match the strontium slope, as disclosed subsequently, and the 
5 
emperature is still within good agreement with the other temper- 

tures in this study. 

The strontium and REE slopes (temperature) were commonly 

ithin 90% of one another in most samples, as is expected un- 

er LTE assumptions. Although the strontium and REE slopes were 

ypically solved independently of one another, there were excep- 

ions in cases where limited reported TPs were available. For the 

adolinium and terbium samples, the plasma temperature was cal- 

ulated from the strontium slope and the intercept was deter- 

ined using the limited lines with reported TPs. This was done 

ased on the assumption that the plasma temperature is ho- 

ogonous during LTE. Samarium was lacking TPs for the neutral 

tate; however, the slope estimated with the ionized values pro- 

uced a temperature that agreed well with the strontium temper- 

ture, so the samarium slope was not forced to match strontium. 
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Fig. 4. Estimated TPs residuals compared to the mean values reported in the Supporting Information. The vertical axis is in terms of standard deviation from the mean, 

where zero represents a strong match. 
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The final Saha-Boltzmann plot fits were used to estimate new 

Ps and their associated uncertainties. The TPs and uncertainties 

rom the multiple samples of each REE were combined to get a 

nal value for each emission peak. The tabulation of all TPs es- 

imated in this study are reported in Tables S.7–S.17 in elemental 

rder, along with ionization levels, energy levels, and degeneracies. 

A comparison calculated TP residuals from the Gaussian- 

veraged values is shown in Fig. 4 (note the vertical axis is in terms

f standard deviation). The residuals show that all sample calcu- 

ations fall within 1.5 standard deviations of the Gaussian aver- 

ge, most being closer. According to Fig. 4 , praseodymium, gadolin- 

um, and terbium showed the largest deviations. These three REEs 

ad only neutral or only ionized values previously reported mean- 

ng that their Saha-Boltzmann plots required a greater reliance on 

trontium as the internal standard and more prone to errors from 

n unequal distribution of previously reported values. Also note 

hat for gadolinium and terbium the 10 REE/strontium ratio sam- 
6

le had the largest standard deviation. Strontium has the lowest 

oncentration in these samples, and it is possible that this led to a 

igher error when forcing temperatures of the REE to match that 

f the strontium. Even though these samples had higher standard 

eviation this did not result in a higher Gaussian uncertainty than 

he other samples, even praseodymium had uncertainty down to 

2%. Again, this was possible due to the large amount of data that 

as able to be collected, which resulted in lowering the uncertain- 

ies. 

TPs calculated in this study are compared with literature val- 

es in Tables S.1–S.6 and are shown in Fig. 5 . Limited values were

vailable for comparison for the REEs; there were no comparison 

alues found for Dy, Ho, Er, Tm, Yb, and Lu. Many of these heav- 

er REEs had reported values for transitions not applicable for LIBS 

e.g., higher ionization states (ion > III) or diatomic molecular tran- 

itions). LIBS typically produces plasmas containing neutral and 

ingly ionized species. Additionally, only exact wavelength matches 
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Fig. 5. TPs calculated in this study (blue) compared with other studies (red, green, purple) [ 4 , 32 , 47–50 ]. 
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re shown. Many of the transitions reported by Lawler et al. were 

ot matched in this study; this is likely due to many weak emis- 

ions being discarded in this study as not having a significant mag- 

itude to carry through further analysis [47] . The Kurucz database 

as also parsed for matches. 

Previous TPs studies done by Den Hartog and Lawler used laser- 

nduced fluorescence and Fourier transform spectroscopy for eu- 

opium, gadolinium, holmium, and cerium. Rehse and Ryder used 

 similar LIBS setup (1064 nm Nd-YAG, Echelle spectrometer) to 

easure branching fractions and then calculate TPs and other fun- 

amental data for neodymium, samarium, gadolinium, and gallium 

 32 , 51 ]. Most of the shown values from the Kurucz database come

rom modeling [4] . Multiple stages of agreement exist among the 

alues estimated in this study and those reported in literature. For 

erium, most of the TPs differ but appear to follow similar trends 

ver the set. In the praseodymium comparison, three of the refer- 

nce values have larger errors that overlap with our values. Most 

f the reference values are above our values. The neodymium TPs 

how good agreement. The samarium TPs seem to be mixed; while 

here is some overlap, most of the reference values are above those 

alculated in this study. Gadolinium shows good agreement and 

rovides insight into the level of spread between multiple stud- 

es. Lastly, the terbium TPs show agreement as they rest close 

o or overlap with the reference values. The values from the Ku- 

ucz database show a similar range of agreement across the REEs 

hown. The Kurucz values appear to show strong agreement with 

he values from Ryder, but Ryder reported the database and their 
7

alculated values differed with average percent differences ranging 

rom −47–74.1%. 

Several of the emission peaks with new TPs estimated in this 

tudy have been used in previous studies for tradition LIBS (i.e., 

o build calibration curves). Martin et al. investigated several REEs 

t low concentrations (30–300 ppm) to identify lines that could 

e used for quantification at that level. Out of the peaks tabulated 

y Martin et al., this study determined new TPs for the 358.496, 

64.619, 374.347, and 418.425 nm gadolinium II peaks [5] . In a pre- 

ious study by our group, Andrews and Myhre developed a LIBS 

ystem to monitor the off-gas stream from a molten salt reactor, a 

ype of advance nuclear reactor, in real- time [7] . Many REEs are 

ommon by-products of nuclear fission, making them of interest 

or monitoring. In said study, three lanthanides were investigated 

ncluding gadolinium, neodymium, and samarium in an aerosol 

tream [7] . Transitions probabilities were estimated for several of 

he peaks listed: the 404.986, 418.425, and 425.173 nm gadolinium 

I peaks and the 442.434 nm samarium II peak [7] . Campbell et al. 

eport a list of strong Ce emissions that were used for quantifica- 

ion of Ce in simulated nuclear fuel. Many of these peaks are at 

imilar wavelengths to those reported in this study, but slight dis- 

repancies are likely related to the apparent peak center reported 

y Campbell to the Voigt centers reported here [52] . These studies 

xemplify how the newly estimated TPs from this study would en- 

ble the application of CF-LIBS for ranging from quantifying REEs 

or critical material recovery to monitoring the proper treatment 

azardous waste streams. 



S. Irvine, H. Andrews, K. Myhre et al. Journal of Quantitative Spectroscopy & Radiative Transfer 297 (2023) 108486 

4

S

d

a

j

s

T

I

l

i

s

a

a

i

u

p

t

a

l

a

p

m

m

r

s

t

g

t

s

D

c

i

C

o

A

W

t

C

C

D

A

I

a

S

f

R

 

 

 

 

 

 

[

[

[  

[

. Conclusion 

In this study, 967 new TPs were estimated using LIBS spectra, 

aha-Boltzmann methods, and self-absorption correction. The fun- 

amental parameters reported in this study may contribute to the 

strophysics community so that spectra collected from stellar ob- 

ects can be interpreted more thoroughly. More importantly, this 

tudy has shown that LIBS methods can be used to estimate new 

Ps with high-throughput and with uncertainties as low as 10%. 

t was found in this study that neutral peaks typically result in 

ower uncertainty than ionized peaks, which is likely due to ion- 

zed peaks having much greater intensities that are subject to more 

elf-absorption. Depending on the number of replicates measured 

nd the ability to collect repeatable and well-behaved (low self- 

bsorption present) data from the spectra, it is possible to signif- 

cantly reduce uncertainty, as seen when comparing this study’s 

ncertainty levels to our previous europium study [27] . 

This study has confirmed that increasing the number of sam- 

les allows the uncertainty in the TPs to be reduced. Even though 

he number of samples was increased in this study, the amount of 

nalyte used was still very low (milligrams). Using reported energy 

evels to calculate all possible transitions guided peak identification 

nd enabled more data to be used for calculating Saha-Boltzmann 

lots, and thereby estimate more TPs. The authors suggest that this 

ethod be considered in future studies, especially with the rare 

aterials, to maximize the amount of data one can produce with 

educed uncertainty. Future work would see the methods from this 

tudy applied to promethium and the actinide series elements, fur- 

her expanding the applicability of CF-LIBS. Additionally, tailoring 

ating times and laser energies may provide additional transitions 

o be evaluated and the inclusion of additional model constraints 

uch as branching ratios may result in more accurate TPs. 
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