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Abstract—This article presents a data-driven approach that adaptively tunes the parameters of a virtual synchronous generator to achieve optimal frequency response against disturbances. In the proposed approach, the control variables, namely, the virtual moment of inertia and damping factor, are transformed into actions of a reinforcement learning agent. Different from the state-of-the-art methods, the proposed study introduces the settling time parameter as one of the observations in addition to the frequency and rate of change of frequency (RoCoF). In the reward function, preset indices are considered to simultaneously ensure bounded frequency deviation, low RoCoF, fast response, and quick settling time. To maximize the reward, this study employs the Twin-Delayed Deep Deterministic Policy Gradient (TD3) algorithm. TD3 has an exceptional capacity for learning optimal policies and is free of overestimation bias, which may lead to suboptimal policies. Finally, numerical validation in MATLAB/Simulink and real-time simulation using RTDS confirm the superiority of the proposed method over other adaptive tuning methods.
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I. INTRODUCTION

FRENABLE energy sources, such as wind and solar power, rely on power electronic interfaces to connect to the grid and are thus known as inverter-based resources (IBRs). Unlike conventional synchronous generators (SGs) that possess inherent inertia and damping characteristics, IBRs have no rotating masses to provide physical inertia. This poses significant challenges for grid operation, stability and security, particularly in low-inertia power networks that are dominated by IBRs [1], [2], [3], [4].
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To address this concern, the concept of virtual synchronous generator (VSG) is proposed for controlling grid-tied inverters. This form of control aims to mimic the inertia and damping characteristics of SGs [5], [6]. This control strategy offers numerous benefits to the power system, as it can work both as a grid-following and grid forming inverter when required [7]. The VSG control typically consists of two main loops: the active and reactive power loops. The emulation of inertia is carried out by utilizing the swing equation of a SG in the active power loop (APL) of the VSG. A well-designed APL parameter can guarantee suitable frequency response during disturbances such as load change or loss of generation, which ultimately would improve frequency stability in power systems [8]. An added advantage of the VSG when compared to the SG is its flexibility. In SGs, since the rotor mass is fixed, the available inertia is also a fixed characteristic. However, because a VSG is just a control algorithm, which is executed by a software, its parameters can be made adaptive to respond to disturbances as they occur in the system [9], [10]. While the APL loop parameters can provide improved frequency response (both frequency nadir and RoCoF), it is not beneficial to excessively increase its parameters as this could result in poor frequency response (prolonged settling time) [11]. Therefore, the study of an optimal-adaptive VSG becomes necessary to ensure high-quality power delivery, desirable frequency response and safe operation of the power system.

Improving the dynamic response of the VSG has been an active area of research in recent years. The current body of work can be categorized into two main groups; model-based and model-free methods. The model based methods depend on an accurate system model to develop the adaptive tuning law. The concept of Linear Quadratic Regulator (LQR) control was introduced in [11] to determine the optimal value of the virtual inertia constant for an individual VSG. Subsequently, this approach was extended to accommodate multiple VSGs in [12] Since the LQR controller falls in the category of optimal controllers, a trade-off was established between the microgrid frequency response and control cost. In [13], the voltage angle deviation stability of a microgrid consisting of multiple VSGs was analyzed. Afterwards, particle swarm optimization (PSO) was employed to tune the parameters of the VSG such that it guaranteed a smooth transition after a disturbance and maintained the voltage angle deviation within special limits. While these methods do improve the dynamic response of the
VSG, the adaptation mechanism is built on small signal analysis which involves utilizing a simplified and linearized mathematical system model. It is also important to highlight that the VSG performance is highly dependent on other system parameters such as the line parameters and grid strength [14]. This presents a more daunting task when considering the exact mathematical relationship that describes the interaction of VSG with the rest of the grid. Moreover, if such exact models can be developed, power-systems have different structures, which implies that the control strategy designed for a particular system structure may not work well within a structure with different system models (generators and loads) and parameters.

Due to the limitations of the model-based methods, model-free methods have become an attractive alternative approach. Model-free methods rely on data measurements hereby addressing most of the difficulties and flexibility surrounding model-based approaches [15]. For example in [16], a model free dynamic controller is designed for controlling the voltage of a DER in microgrids, while both [17] and [18] provides insights as to how model free methods can be adopted in stability analysis and dealing with parameter uncertainty respectively. Typically, model-free approaches can be further categorized into two sub-groups: rule-based, and reinforcement learning (RL). The rule-based methods predict the VSG APL parameters by using a set of predefined rules. For example, in [19], an adaptive-gain inertia control was used to improve frequency nadir while guaranteeing a stable power system operation. In order to establish good rules that will govern the adaptive response of the APL parameters and ultimately result in improved frequency response, the key parameters of a frequency response, frequency nadir/zenith and its RoCoF should be critically studied under different conditions [20]. In [21], an adaptive virtual control strategy based on bang-bang strategy is developed by evaluating both the change in frequency and its derivative in order to select suitable virtual inertia (J) and damping (D) parameters. Fuzzy logic controllers are also particularly useful in the domain of rule-based control. This class of controllers has three layers; Fuzzification, Inference and Defuzzification layer, to provide control parameters based on input data [22]. In [23], this class of controller was used for tuning the virtual inertia parameter in the VSG APL. This approach eliminates the need for an accurate mathematical model, as it adjusts the VSG APL parameters by relying on good expert knowledge rules and relevant system data measurements. However, the authors only considered the virtual inertia parameter of the VSG APL which mainly influences the RoCoF. In a recent study [24], fuzzy logic control was incorporated with the (VSG) to enhance damping during transient events by increasing the system’s inertia. This was accomplished by introducing a correction term to the governor output power, effectively boosting the inertia of the system during transients. However, given that the APL of the VSG is designed to mimic the swing equation of a synchronous generator (SG), it would be more advantageous to investigate the impact of virtual inertia and damping on system performance. In [25], by using both frequency deviation and its derivative, the fuzzy logic controller modified the both virtual inertia and damping parameters which ultimately improves the frequency response of the microgrid.

However, the absence of a secondary level controller in islanded mode encourages high selection of J/D parameters which slows down the VSG response.

The major drawback of fuzzy logic controllers and other rule-based techniques is their dependence on expert knowledge to establish the rule set. Thanks to the recent rapid improvements in artificial intelligence (AI), this dependency can be addressed by implementing a reinforcement learning (RL) agent. An RL agent interacts with the environment by taking an action based on received state information and obtaining a reward which indicates how good or bad the action taken was. The end goal is to learn the optimal policy that maximizes the expected cumulative reward [26], [27]. In [28], Q-learning was adopted to adjust the VSG controller parameters during a frequency event. However, Q-learning is a discrete state, discrete action algorithm which depends on a lookup table (Q-table) to store Q-value for each state-action pair. Therefore, as the state and action pair increases, Q-learning performance tends to degrade. A solution to this problem is to replace the Q-table with a neural network as discussed in [29]. Most recently, actor-critic methods have also been investigated and applied in VSG control. In [30], DDPG was applied to solve the optimal and adaptive problem of the VSG. In this work, the DDPG algorithm was tasked with finding parameters for the VSG that satisfied multiple performance indices. However, the VSG was assumed to be operating without a secondary level controller and the reward function was designed without considering the response speed for the VSG. These factors when considered could encourage the agent to select high virtual inertia and damping factor parameters as this strategy guarantees improved frequency response. In addition, no pictorial presentation of the actions are given in [30]. Also, in [31], DDPG has been adopted to tackle the optimal tuning of the VSG APL. However, the lack of an explicit reward function makes it hard to draw a fair comparison with the recent work. However, it is well-known that DDPG suffers from overestimation bias which could lead to poor control policy implementation. With the increased integration of DRL methods with DERs control, few literature have delved into the performing stability analysis for these methods [32], [33]. Since this work only focuses on the integration of DRL for controlling VSG inverters, details regarding DRL stability analysis are not presented in this article.

Based on the above discussion, this article presents an adaptive control design of a VSG for which no knowledge of the model is required. The Twin Delayed Deep Deterministic Policy Gradient (TD3) method is adopted to find the optimal policy. TD3, being an upgraded version of DDPG is immune to overestimation bias that results in suboptimal policies. In addition to frequency deviation and RoCoF, settling time is also included in state information and reward function design, which ensures the actions predicted by the agent are properly optimized. Then, an RL-VSG controller is configured to improve the microgrid response. It interacts with the microgrid till finding the optimal policy based on a well-designed reward function. The major contributions of this work are summarized below:

- The optimal and adaptive VSG control problem is formulated as an RL problem hereby alleviating the need for complex mathematical models. This is achieved by
adapting the state-of-the-art TD3 algorithm to obtain optimal control parameters.

- The unique inclusion of settling time in the reward function motivates the agent to further optimize its policy to ensure fast and constrained frequency response. In addition, a detailed sensitivity analysis of the reward function is presented to demonstrate the impact of intensifying the parameters of the reward function. This analysis aids in selecting the intensity of the parameters and further highlights the superiority of the proposed reward function.

- Furthermore, real-time control and evaluation of the proposed TD3-VSG is performed using the Real-Time-Digital Simulator.

The rest of this article is organized as follows: Section II performs the model-based analysis, which specifically includes the modeling and small signal analysis of VSG. Section III formulates the control problem as an RL problem that aims at providing optimal actions while also satisfying different performance constraints. Section IV verifies the proposed method through numerical simulation in MATLAB/SIMULINK, while Section V presents the validation of the proposed controller using the real-time-digital-simulator (RTDS). Lastly, Section VI concludes the article with some recommendations for future work.

II. MODEL-BASED ANALYSIS FOR VIRTUAL SYNCHRONOUS GENERATOR CONTROL

A. Modeling of VSG

The prime objective of introducing VSG control in grid-tied inverter control is to emulate the inertia and damping properties of SGs. The schematic of a VSG-controlled inverter is shown in Fig. I. As shown, the APL works based on the principle of the SG swing equation. Whereas, for controlling the flow of reactive power, a PI controller or droop control can be adopted. In this work, the primary focus involves improving the dynamic response of the APL. Hence, particular attention is given to two crucial parameters: virtual inertia and damping factor.

The swing equation [34] employed in the APL is expressed as:

$$P_{ref} - K_p(\omega - \omega_n) - D(\omega - \omega_g) - P_{out} = J\omega \dot{\omega}$$  (1)

From (1), $P_{ref}$, $P_{out}$, $J$, $D$, and $K_p$ represents the active power reference, output active power, virtual inertia, virtual damping, and active power droop gain respectively. While $\omega$, $\omega_n$, and $\omega_g$ represent the speed of the virtual rotor, nominal angular speed, and the grid angular speed which is obtained through a PLL while the inverter is connected to the grid or the reference angular velocity while the inverter works in a standalone mode.

Based on power theory, $P_{out}$ is given as:

$$P_{out} = \frac{3EU \sin \delta}{2X_{eq}}$$  (2)

With $X_{eq} = X_{line} + X_{filter}$ being the effective reactance. The inverter voltage magnitude $E$ is the control output of the reactive power loop while the control output of the APL is the inverters’ load angle $\delta$ which is given by:

$$\delta = \int (\omega - \omega_g) \, dt$$  (3)

In a traditional SG, the control of reactive power flow is realized by manipulating the field excitation. This concept is replicated in a VSG-controlled inverter by using a voltage droop control mechanism, as illustrated in Fig. I. As the primary focus of this study is on the APL, we do not delve into an extensive discussion regarding the RPL. In a SG, the rotor size determines the available inertia. On the contrary, the VSG is implemented as a software-based control algorithm which allows adaptive adjustment of the virtual inertia to minimize the impact of disturbances, i.e., ensuring improved frequency response. Before applying an adaptive control law using DRL, it is essential to understand the influence of VSG parameters on frequency
response. A small signal analysis is performed to examine this impact. Subsequently, the TD3 method is utilized to enhance the VSG controller’s frequency response by dynamically adjusting the virtual inertia and damping parameters in the presence of disturbances.

B. Small Signal Analysis

Based on the approach given in [9], the VSG-APL transfer function can be derived by developing a small signal model. To achieve this, (1), (2), and (3), can be linearized as:

\[
-K_p \Delta \omega - D(\Delta \omega - \Delta \omega_g) - \Delta P = J \omega s \Delta \omega 
\]

\[
\Delta P = \frac{3EU \cos \delta}{2X_{eq}} \Delta \delta + \frac{3US \sin \delta}{2X_{eq}} \Delta E + \frac{3E \sin \delta}{2X_{eq}} \Delta U 
\]

Generally, the inverter load angle \(\delta\) is small. Consequently, \(\sin \delta\) and \(\cos \delta\) are approximately 0 and 1. The simplified form of (5) can be expressed as

\[
\Delta P = \frac{3EU}{2X_{eq}} \Delta \delta 
\]

From (3) we get

\[
\Delta \delta = \frac{\Delta \omega - \Delta \omega_g}{s} 
\]

It is obvious that, when a change in active power such as load disturbance occurs, there is a corresponding effect to the sensed frequency. Hence, the transfer function for the APL can be expressed as \(G(s) = \frac{\Delta P}{\Delta \omega}\).

From (4), it can be deduced that

\[
\Delta \omega = \frac{D \Delta \omega_g - \Delta P}{J \omega s + K_p + D} 
\]

Also, \(\Delta P\) can be expressed as,

\[
\Delta P = \frac{3EU \Delta \omega - 3EU \Delta \omega_g}{2X_{eq}s} 
\]

Equation (9) can also be expressed as;

\[
\Delta \omega = \frac{2X_{eq} \Delta P + 3EU \Delta \omega_g}{3EU} 
\]

Hence, solving for \(G(s)\) we get:

\[
G(s) = \frac{-3EU}{2X_{eq}s^2 + \frac{K_p + D}{J \omega}s + \frac{3EU}{2X_{eq}J \omega}} 
\]  

(11)

The transfer function derived in (11) can be used to plot the root-locus of the VSG APL model. Fig. 2 shows the root-locus plot for the APL parameters as they are varied.

Based on Fig. 2(a), the consequence of increased virtual damping increases the system damping ratio which correspondingly leads to reduced overshoot and damped oscillations which could force the system into an over-damped region thereby increasing the settling time. However, based on (1), high virtual damping directly impacts the frequency deviation and thus improves the nadir/zenith. In contrast, by increasing the virtual inertia as shown in Fig. 2(b), the system damping reduce which causes slow periodic oscillations into the system, increases overshoots, and the system takes a longer time period to settle at steady-state. However, from (1) the RoCoF is improved with increased virtual inertia.

As per the above analysis, the motivation of the proposed study is to design an adaptive VSG control that can change its parameters dynamically and optimally in such a manner that the frequency and RoCoF response are kept within specified limits while guaranteeing a quick VSG response. This objective can be actualized through data-driven RL methods, as specified in Section III.

III. DATA-DRIVEN IMPLEMENTATION FOR VIRTUAL SYNCHRONOUS GENERATOR CONTROL

This section designs TD3-based VSG with a detailed formulation of the reward function to guide the agents’ learning.

A. Introduction to TD3 Algorithm

The TD3 algorithm is a model-free RL algorithm suitable for continuous control, as visualized in Fig. 3. It is revealed in [35] that the critic network of DDPG tends to overestimate the value function and leads to suboptimal policy and unstable training.

Fig. 2. Root-loci plots for (a) virtual damping (b) virtual inertia.
Hence, TD3 addresses it by using delayed actor network updates, twin critic networks, and target policy smoothing regularization.

1) Actor and Critic Network: TD3 utilizes six neural networks shown in Fig. 3: 1 player and 1 target actor network which are parameterized by $\phi$ and $\phi'$, respectively; 2 twin critic networks parameterized by $\theta_1$ and $\theta_2$; and 2 target twin critic networks parameterized by $\theta'_1$ and $\theta'_2$. At the start of training, the parameters of these networks are randomly initialized, alongside an empty finite buffer serving as a storage cache for the agent.

The actor-network works as the policy $\pi(s_t|a_t)$, which dictates how the actor-network should act ($a_t$) given a state($s_t$). On the other hand, the goal of the critic network is to evaluate the action value function $Q_{\phi}(s_t, a_t|\theta_i)$ which is dependent on the action from the actor-network and the state information from the environment. Target networks, which are frozen copies of the actual networks, are popular tools used in DRL to achieve stability in training. Since DRL networks require multiple gradient updates to converge, target networks provide a stable objective during training which enables a greater coverage of the training data [35], [36].

2) Training Process: Algorithm 1 shows how the TD3 agent is trained. The agent takes a user-defined number of training steps $T_s$ in each episode. It has no experience in how to act in the environment at the start of training. To encourage exploration, a decaying noise bounded within the maximum and minimum allowable action is added to the actions predicted by the actor network. The predicted actions $a_t$ based on the current state $s_t$ are applied to the environment and then the agent transitions to a new state $s_{t+1}$. The consequence of taking action $a_t$ in state $s_t$ is a reward $r_t$ which is a measure of how good the action taken was. This sequence of events, denoted as $s_t, a_t, r_t, s_{t+1}$, creates a transition tuple saved in the buffer $B$. Experiences stored in this buffer are randomly sampled and used to train the networks. Since buffer $B$ is a finite cache, older experiences are removed to make space for newer experiences when it is filled. This facilitates the convergence because actions taken at the earlier stage of training have a high chance of being poor actions and could mislead the agents.

![Algorithm 1: TD3 Algorithm.](image)
3) Upgrading From DDPG to TD3: Twin critic networks have been applied in 1) to prevent the overestimation of the Q-value. The following illustrates the other two upgrades of TD3 from DDPG.

i) Target policy smoothening: As discussed in [35], [37], there exists a tendency for deterministic policies to overfit the Q-value, which can cause increased variance in the target network. This implies that similar actions sometimes produce different value estimates which has a negative impact on the agent’s learning. To curb this issue, the inclusion of a small amount of random noise in the target actor’s actions improves the agent’s exploration during training. This can encourage similar actions to have similar values and thus improves the learned policy of agents.

The target actor receives the new state \(s_{t+1}\) and estimates the target actions \(\tilde{a}\). Both the target actions and the new state are then passed on to the twin target critic networks to compute their respective next action value \(Q'_{\theta_i}\). Next, to compute the target action value function \(y\) according to Algorithm 1, the minimum of the twin target critic network Q-function must be evaluated. By computing the minimum Q-value of the two target networks, the overestimation bias which causes the agent to learn sub-optimal action values can be avoided. The computation of the target-Q value \(y\) is dependent on the reward \(r\), a discount factor \(\gamma\), ranging from 0 to 1, and the minimum Q-value obtained from the target critic networks. The discount factor parameter enables the agent to balance a trade-off between immediate rewards and long-term rewards (\(\gamma = 0\)) and sub-optimal action values (\(\gamma = 1\)). Next, the mean squared error between the target Q-value and each critic network Q value is computed independently to obtain each critic network loss value. To update the actor and critic networks, the gradients of the critic loss with respect to the network parameters are computed and used to update the weights of each network using an optimizer such as Adam.

ii) Delayed actor network updates: The update of the actor network is delayed by the modulus of training step \(t\) and a hyperparameter called actor update frequency \(d\). According to algorithm [1], \(J\) is the loss function of the actor network with respect to its network parameters \(\phi\). The gradient of this loss function is given by the inverse of the number of training batch samples \(N\) multiplied by the mean or the sum (\(\Sigma\)) of the gradient of the first critic network with respect to the state and action pair \(\nabla_{\phi} Q_{\theta_1}(s, a)\) which is then multiplied with the gradient of the policy network \(\nabla_{\phi} \pi_{\phi}(s)\). For simplicity, this means that to update the actor-network, the gradient of the Q-value of the critic network with respect to the actor-network parameter \(\phi\) is computed using the gradient of the value function of the first critic network. The actor loss is then computed based on the negative mean of the Q-values obtained from the previous steps. The gradients of the actor loss with respect to the network parameters are computed and used in updating the actor-network parameters.

Lastly, the target networks (critic and actor) are updated periodically by copying the parameters from the main networks via using the soft update rule with respect to a learning rate parameter \(\tau\) as shown in Algorithm 1.

B. TD3-Based VSG Control

This subsection highlights the integration of the TD3 algorithm with the VSG controller. As discussed in Section III-A, the agent requires relevant state information to arrive at the desired control outputs (action). To this end, the following are defined explicitly.

- **TD3 Agent and Network Structure**: the APL of the VSG that mimics the swing equation is the controller of interest as it is responsible for frequency response improvement. Hence, the TD3-Agent is tasked with finding suitable control parameters that would satisfy certain performance indexes in the reward definition. Fig. 4 depicts the structure of the actor and twin critic networks. Their respective target networks are replicas of the main network structure.

- **State Inputs**: To achieve desirable performance, the RL agent has to interact with the power system environment by observing state input measurements \(s\). Since this work primarily focuses on frequency response improvement, the corresponding state inputs to the agent are defined as:

\[
s_t = \{F, df/dt, T\}
\]

where \(F\) is the measured frequency, \(df/dt\) is the RoCoF, \(T\) is the agent timesteps which provide the agent with relevant information about the frequency and RoCoF values at each time point. This is later used to access the frequency settling time.

- **Action Outputs**: The goal for the agent is to find a control policy that would maximize its cumulative reward. The control policy dictates what actions the agent should select actions based on state input. In this regard, to improve the frequency response, the agent is tasked with providing two action outputs, virtual inertia (\(J\)) and virtual damping (\(D\)) as shown below:

\[
a_t = \{J_t, D_t\}
\]

At each time instant \(t\) during the training, the TD3 agent interacts with the power system environment by receiving the state information, taking the corresponding action, and receiving a reward as shown in Fig. 5.

C. Reward Function Design

The goal of an RL agent is to maximize the expected discounted future rewards by optimizing its policy. In this work, the focus is primarily on the APL of the VSG. In [30] the exclusion of settling time could make the agent go for high J/D values hereby degrading the frequency response. However, in real-world application, it is desired that the agent made a trade-off between frequency and RoCoF improvements with respect to settling time. Hence, this article integrates the performance indices, i.e., frequency nadir, RoCoF, and settling time, into the reward function design.
Fig. 4. TD3 actors-critic networks structure.

Fig. 5. TD3-agent and environment interaction.

Fig. 6. Reward description.

1) Part I. Frequency Deviation: With regards to the frequency deviation, a limit is set to both the upward deviation (generation increase or load decrease) and downward deviation response (load increase or generation loss) of the frequency to guarantee that the agent learns to select optimal parameters that keep the frequency deviation above these critical points (see Fig. 6). Then, the following characteristic for the frequency deviation can be defined:

\[ r(f_{\text{div}}) = -\alpha (F - F_{\text{ref}})^2 \]  

where \( F \), \( F_{\text{ref}} \) and \( f_{\text{div}} \) correspond to the measured frequency, reference frequency (60 Hz), and the deviation in frequency caused by the disturbance. The parameter \( \alpha \) serves as a penalty factor such that if \( F < F_{\text{low-limit}} \) or if \( F > F_{\text{high-limit}} \) then \( \alpha \) is a big penalty value, indicating to the agent that this constraint has been violated and receives a bad reward. Otherwise, if the frequency is within the tolerance limit, the agent is still motivated to further optimize its policy towards improving the frequency deviation since \( \alpha \) becomes a small value in such a scenario.

2) Part II. RoCoF: The second performance index of interest is the RoCoF. The RoCoF of the system can be measured using a PMU or a filtered derivative. This index is important in microgrid operation because an aggressive RoCoF could trigger protection devices to false trip even under normal conditions. As a result, we design this index to be as follows:

\[ r\left(\frac{df}{dt}\right) = -\beta \left(\frac{df}{dt}\right)^2 \]  

where \( df/dt \) serves as the real time RoCoF measurement from the microgrid and \( \beta \) is the penalty function associated with this measurement. That is if \( df/dt < df/dt_{\text{low-limit}} \) or if \( df/dt > df/dt_{\text{high-limit}} \) then \( \beta \) is a large value, which would give the agent an unsatisfactory reward. However, just like in the frequency deviation component, even if there is no violation, it is still desired that the RoCoF is as minimal as possible during the disturbance, thus \( \beta \) is a small number outside the violation window.

3) Part III. Frequency Settling Time: While in [20] the DDPG algorithm has been considered for a similar problem, the exclusion of settling time from the reward function encourages the agent to select high values for the VSG-APL to improve the RoCoF and frequency response. However, as discussed in Section III, high APL parameters could harm the system stability and response time. To this end, the last component of the reward function, settling time, is designed to ensure the agent further optimizes its action selection to yield fast response time both in grid-connected and islanded mode. Hence, the characteristic of settling time is evaluated after the disturbance fades away and the frequency returns to the nominal value. To guide the agent, the settling time is defined as the time the frequency enters the settling band limit and stays in the band limit as shown in Fig. 6. The reward function for settling time is displayed below:

\[ r(ST) = -\zeta (ST)^2 \]  

where \( ST \) is the settling time and \( \zeta \) is the penalty factor which is a fixed value in this case.
Putting all the reward components together, the final reward function is expressed as:

\[
\text{reward} = r(f_{\text{dev}}) + r(df/\text{dt}) + r(\text{ST})
\]  

(17)

Based on (17), the agent aims at maximizing the discounted sum of future rewards by interacting with the environment and finding the optimal action(s). Fig. 6 shows a pictorial representation of the factors when designing the reward function. A disturbance in the form of active power reference change is introduced at 2 seconds. Then, a poorly designed VSG APL parameter would have a response curve that violates both the frequency limits and RoCoF limits. Translating this to the reward function would imply the agent obtains a bad reward because of large \( \alpha \), \( \beta \) parameters, and a huge penalty for settling time introduced by \( \zeta \).

It should be noted, the reward function described in (17) can give different results depending on the ascribed weights of penalty factors. For example, setting a higher priority to settling time as compared to the RoCoF and frequency nadir would imply that the agent would select actions that result in quick settling time which might impact the agent’s ability to satisfy the frequency and RoCoF limits. In our work, since the frequency deviation and RoCoF limits are more important features of frequency and RoCoF limits. Translating this to the reward function would imply that the agent is encouraged to select actions from the action space that guarantees a quick settling time which could cause violations in other penalty factors. This strategy implies that the agent is encouraged to select actions from the action space that guarantees a quick settling time which could cause violations in other penalty factors.

IV. CASE STUDIES

This section verifies the proposed TD3-VSG controller through numerical simulation.

A. Case Overview

A modified version of feeder 2 of the Banshee microgrid is adopted for training and testing. As shown in Fig. 7, it consists of two renewable energy sources (PV and BESS) located at BUS 203 and BUS 202, respectively. In islanded mode, the BESS is equipped with the proposed TD3-VSG controller which forms the microgrid voltage and frequency to guarantee stability when in islanded mode. In addition, a secondary controller is employed to guarantee frequency recovery.

B. Training in Numerical Simulator

The actor and critic networks shown in Fig. 4 are designed in Python software and merged with the modified Banshee microgrid modeled in MATLAB/SIMULINK. The TD3 agent interacts with the environment by receiving observations of frequency, RoCoF, and time. The RoCoF is obtained by applying a filtered derivative to reduce the measurement noise. In addition, the state information is passed from MATLAB/SIMULINK to the TD3 agent in Python software, where the actor-network computes the actions at each time instant. The generated actions are then passed back and executed in the power system environment in MATLAB/SIMULINK. During the training, various disturbances such as active power reference change and load change are implemented. The agent is also restricted to making a maximum of 100 steps per episode. This is done to ensure the agent receives as much information regarding the state of the microgrid in order to achieve an optimal policy. Also, as shown in Fig. 8, the agent is trained for a maximum of 200 episodes which takes roughly 2 and a half hours when using ACER AV15-51 Laptop which has 16 GB RAM and a base clock of 2.92 GHz. This is considerably less when compared to the Lenovo IdeaPad 5 which has 8 GB RAM with a base clock of 2.40 GHz, which takes 5 hours for training. However, these are significantly less when compared to [30], which takes 31 h & 23mins. Although the available computational power, the number of training steps, and the complexity of the environment can affect the training time, the existing computational time is shorter enough to show the superior design over that in [30].

C. Comparison of Different Reward Functions

As discussed in Section III(b), the reward is designed to ensure the frequency and RoCoF response stays within a specific limit while ensuring quick settling time. The performance of all DRL methods is highly dependent on the reward function. Hence, it is important to have a reward function that accurately captures the desired behavior. This section presents the comparison results of different reward functions to show the impact of the punishment factors on the performance of the TD3-VSG controller. Three cases are selected and presented below.

1) Case A1. Reward function with settling time as priority:

The reward function of Case A1 is characterized by (17) and Fig. 8(a) shows the converged reward curve. Here, all components of the frequency response are captured in the reward, however, the settling time penalty (\( \zeta \)) is weighted more than the other penalty factors. This strategy implies that the agent is encouraged to select actions from the action space that guarantees a quick settling time which could cause violations in other components of the reward definition. In this case, the active power reference is changed from 1.5 MW to 0.5 MW at 1 s. The reward curve indicated by Fig. 8(a) shows that the agent...
learns a strategy that fits this scenario. However, as shown in Fig. 9(b) and (c), while this reward setting does have the best settling time response, its frequency nadir violates the threshold limit, and its RoCoF response is worse compared to the other cases. This is caused by the agent selecting significantly lesser values of virtual inertia and damping factor parameters when compared to the other case scenarios as illustrated in Fig. 9(d) and (e).

2) Case A2. Reward function with priority on frequency deviation and RoCoF component: The reward function for Case A2 prioritizes frequency deviation and RoCoF more significantly as compared to settling time. Similarly, the VSG active power reference is reduced from 1.5 MW to 0.5 MW. The training curve for this case is shown in Fig. 8(b) which indicates the agent learns a policy that suits the modified reward definition.

As expected, the agent is motivated to select high values of virtual inertia (J) and virtual damping (D) as shown in Fig. 9(d) and (e) while neglecting the requirement for settling time. Such reward function implies that there is only one unique strategy (high control gains) that can guide the agent to achieve a maximum reward. This is not desirable as in the case of most control problems. A consequence of this sort of reward definition is a higher frequency nadir and improved RoCoF response, along with a prolonged settling time. Then, the trade-off between the three frequency indices is not considered.

3) Case A3. Reward function with balanced performance index: Case A3 balances all the frequency response requirements in the reward function. A desired frequency response should not violate either the frequency high or low limits and the RoCoF should not violate its limits either. To this end, the penalty factor for the frequency deviation is selected to have a higher weight as compared to the other elements. This would typically result in higher values of virtual damping and slightly higher values of virtual inertia. Since both virtual inertia and damping have correlated effects on the frequency nadir and RoCoF, a lower penalty factor can be defined for the RoCoF penalty. The settling time penalty has a slightly lower penalty to prevent the agent from selecting remarkably high values. In this way, the agent is motivated to improve its response time to achieve a better reward when the frequency deviation and RoCoF constraints are satisfied.

Similar to other cases, the active power reference is reduced from 1.5 MW to 0.5 MW at 1 s. The reward curve is shown in Fig. 8(c), from which it is evident that the agent learns an optimal policy over time. Also, as shown in Fig. 9(b) and (c), Case A3 enables the agent to find optimal parameters that ensure the frequency and RoCoF stay within their limits and recover to nominal value as quickly as possible. In Fig. 9(d) and (e), the agent takes full advantage of the action space by increasing these values at the start of the disturbance to arrest the frequency nadir and RoCoF, while also reducing its control gains to achieve quick settling time.

Based on the results in Fig. 8, it is clear that every DRL agent finds the optimal policy that maximizes the cumulative reward. In essence, this implies the importance of defining proper reward functions to capture the true control tasks. Fig. 9 shows the microgrid active power, frequency, and RoCoF response for all 3 cases discussed thus far. In this work, the objective is to keep frequency and RoCoF within special bounds while also ensuring a quick response. Hence, all three kinds of frequency indices should be properly scaled to achieve the desired goal, as validated in Case A3.

D. Intentional Islanding With a Secondary Controller

This subsection verifies the performance of the TD3-VSG controller under intentional islanding. According to [25], the modified feeder 2 of the Banshee microgrid consists of only RES. The BESS is designed to have more capacity than the PV, with which the voltage and frequency of the whole microgrid are maintained in islanded mode. Then, comparisons between a fixed VSG, a Fuzzy-VSG, DDPG-VSG based on the reward in [30], TD3-VSG are conducted to demonstrate the advantages of the proposed method.

With regards to the fuzzy logic control, the membership functions are defined to classify the measured states and the corresponding fuzzy outputs. As for the DDPG-VSG, [30] aimed to maintain deviations in frequency within special limits, preserve well-damped oscillations, and obtain slow frequency drop in the transient process. The reward function only includes the
frequency deviation and RoCoF, which results in the high values of J and D at the same time.

At 3 s, the breaker connecting the feeder to the main grid is open and the modified Banshee microgrid works in islanded mode with the BESS equipped with a VSG controller. For a fair comparison, all methods are initialized at the same minimum value in the action search space available to the DRL agent. As shown in Fig. 10(a) and (b), the fixed VSG method tends to have the worst response as its J and D values are not adaptive. To have a good response with such an approach, great effort must be made to arrive at a single fixed value that satisfies all performance indexes. On the other hand, since the Fuzzy-VSG, DDPG-VSG, and TD3-VSG can respond to sensed disturbance, improved responses can be observed with these methods. The
control outputs of Fuzzy-VSG rely on expert knowledge in designing the rules. This heavy reliance on expert knowledge implies that the controller can only be as good as the defined rules and membership function. As shown in Fig. 10(c) and (d), the Fuzzy-VSG increases its control actions when the disturbance is sensed and slowly reduces it as the disturbance fades off. With regards to the DDPG-VSG in [30], the agents are motivated to increase the control parameters as high as possible and retain them there. This implies that the desired trade-off between improving frequency nadir and RoCoF is neglected and depending on the action space limits, the agent selecting actions at the maximum range would result in slow VSG response and prolonged settling time. But for TD3-VSG, it made the best trade-off between the three frequency indices.

E. Load Change in Islanded Mode

This subsection further compares the performance of different VSG controllers after load change in islanded mode. As shown in Fig. 12, the BESS supplies 1.8 MW of active power to meet the load demand before 4 s. Assume a load decrease happens at 4 s and causes a rise in the microgrid frequency. Fig. 11(a) and (b) show the frequency and RoCoF response while Fig. 11(c) and (d) show the control actions. Due to the inability of the fixed-VSG to adaptively respond to the disturbance, both its frequency and RoCoF violate their respective limits. On the other hand, while the fuzzy VSG, DDPG-VSG, and TD3-VSG do constrain the frequency and RoCoF responses, their predicted actions are dependent on the fuzzy logic rule or the reward function. Both TD3- and DDPG-VSG have slightly better frequency zenith and RoCoF as compared to Fuzzy VSG.
However, as stated previously, due to the characteristic of the reward function defined in [20], the DDPG-VSG eventually settles for higher control parameters resulting in a longer settling time as compared to TD3-VSG.

V. VALIDATION USING REAL-TIME DIGITAL SIMULATOR

This section further validates the training results using a Real-Time-Digital-Simulator (RTDS) and its proprietary software RSCAD.

A. RTDS Configuration

The RTDS hardware is a powerful tool used for real-time simulations and analysis of power systems and microgrids. It is designed to accurately model and emulate the behavior of electrical grids in real-time. It can be utilized either in connection with a physical device or in a standalone mode. In this work, the standalone mode is utilized as only the controller performance is evaluated. Fig. 13 shows the setup between RTDS and RSCAD, where communication between the local PC and the RTDS rack is achieved through an Ethernet cable connection. The RTDS rack consists of 6 GPC cards, 1 GTWIF, and 1 GTNet card. The GPC cards handle the computation and execution of complex power system models and control algorithms. Each GPC card is equipped with multiple cores and provides significant processing power to handle the simulation workload. The main role of the GTWIF is to handle communication between the RTDS power system simulator and the host computer workstation. The GTNET card provides a real-time communication link to and from the simulator via Ethernet [38]. For testing the proposed control, the feeder 2 of the banshee microgrid is modeled in RSCAD and the trained TD3 agent is imported into the software for system validation.

B. Test Results

In Fig. 14, the active power reference is changed from 1 MW to 0 MW at 1 s leading to a frequency dip. While both the fixed VSG and TD3-VSG do not violate the frequency limit listed in Table I, the TD3-VSG still has a better frequency nadir than the fixed VSG and its RoCoF is above the specified limit. However, with the reward definition used in [30] for the DDPG-VSG case, a slightly improved frequency nadir is observed when compared with TD3-VSG. This is because the reward in [20] does not fully consider the trade-off between frequency and RoCoF versus settling time. Also, choosing high actions for J and D, and not reducing them after the disturbance fades off, could further elongate the system’s settling time.

Next, in Islanded mode, the load is decreased from 2.3 MW to 1.48 MW at 1 s as indicated by Fig. 15. This disturbance results in reduced generation output by the VSG causing the frequency...
Fig. 15. RTDS response comparison with fixed VSG versus TD3-VSG for load change in islanded mode: (a) active power response (b) frequency response (c) RoCoF response (d) virtual inertia (e) virtual damping.

to increase. Again, while both the Fixed and TD3-VSG do not violate the frequency limits imposed, the TD3-VSG still has an improved frequency zenith and its RoCoF does not violate the upper RoCoF limit described in Table I.

In summary, the controller real-time simulation experiments in RTDS validate the training results and the performance of the proposed TD3-VSG controller. It outperforms the Fuzzy-VSG and DDPG-VSG in [30].

VI. CONCLUSION

This article presents a TD3-based VSG controller for microgrids. To achieve the desired control performance for frequency response, multiple characteristic functions are investigated and used to design reward functions. The superiority of the proposed TD3-VSG controller is shown by comparing its performance with the proposed VSG controllers such as fuzzy-VSG and DDPG-VSG.

While fuzzy logic can provide a good frequency response by dynamically adjusting its actions, the actions depend heavily on a human expert in constructing the rules. On the other hand, DRL methods like DDPG and TD3 learn from interaction with an environment in a bid to maximize its reward. They require good reward design and proper penalty scaling to achieve desired responses. Via comparison, the reward proposed in this article shows the agent action satisfies the performance index without the need for excessively high control parameter selection as compared to that defined in [30]. In the future, this work would be extended to cover multiple VSGs and reactive power loop control improvement.
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