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Abstract—Dynamic simulation plays a crucial role in power
system transient stability analysis, but traditional numerical
integration-based methods are time-consuming due to the small
time step sizes. Other semi-analytical solution methods, such as the
Differential Transformation method, often struggle to select proper
orders and steps, leading to slow performance and numerical
instability. To address these challenges, this paper proposes a
novel adaptive dynamic simulation approach for power system
transient stability analysis. The approach adds feedback control
and optimization to selecting the step and order, utilizing the
Differential Transformation method and a proportional-integral
control strategy to control truncation errors. Order selection is
formulated as an optimization problem resulting in a variable-
step-optimal-order method that achieves significantly larger time
step sizes without violating numerical stability. It is applied to
three systems: the IEEE 9-bus, 3-generator system, IEEE 39-bus,
10-generator system, and a Polish 2383-bus, 327-generator system,
promising computational efficiency and numerical robustness for
large-scale power system is demonstrated in comprehensive case
studies.

Index Terms—Differential transformation, PI control, variable
step-size and order, time domain simulation.

I. INTRODUCTION

MODERN Power systems are characterized by their vast
scale and intricate composition, including transmission

lines, transformers, generators, loads, and controllers. This
complex structure, combined with the diverse and dynamic
behavior of the system’s elements, can result in a wide range
of security issues. In contrast to direct stability analysis such
as direct methods [1]–[4], which are based on non-linear
system theories such as Lyapunov stability analysis, time-
domain simulation-based methods [5]–[9] are able to provide
more detailed and accurate dynamics of a power system
for its dynamic security assessment (DSA).This flexibility
allows for a more comprehensive and accurate assessment
of system stability, compared to other methods, and enables
the identification of potential issues that may be overlooked by
other approaches [3], [4] which are critical for power system
operators and engineers in making informed decisions to ensure
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the system’s safe and reliable operation. However, while time-
domain simulation can provide detailed and accurate dynamics,
it is time-consuming due to the large-scale power systems
models compared with direct methods. Time-domain simulation
involves solving the system’s mathematical model described
by Ordinary Differential Equations (ODEs) or Differential
Algebraic Equations (DAEs) [10] as an Initial Value Problem
(IVP). However, traditional numerical integration schemes used
in commercial software, such as Runge-Kutta (RK) methods
[11] for ODEs, or Runge-Kutta-Newton-Raphson methods
[10] for DAEs often suffer from computational burdens or
stability issues [12]–[14]. Therefore, advanced time-domain
simulation techniques are required to maintain stability in
modern power systems. Therefore, developing advanced time
domain simulation techniques is crucial for ensuring the
stability and reliability of modern power systems.

Over the years, significant advancements and improvements
have been achieved in time domain simulation to enhance their
accuracy, efficiency, and stability. Various advanced simulation
techniques have been developed such as simulations based
on parallel approaches [8], [15], high-performance computing
[16], machine learning [9], [17] and Semi-Analytical Solution
(SAS) methods [18]–[21], to provide faster and more accurate
simulation results. SAS methods are promising simulation
technologies that have recently gained attention. These methods
involve dividing the computational burden of solving power
system differential equations or algebraic equations into two
stages which combine numerical and analytical tools to solve
the system’s equations, resulting in a more efficient and accurate
simulation. In the precomputing stage, an approximate and
analytical solution is derived for the power system differential
or algebraic equations model based on different spectrums. This
solution is an explicit or implicit expression of state variables,
the initial state, and parameters and is accurate in a specific time
interval, the length of which depends on the system model and
the order of the SAS expression. In the online stage, the SAS
is evaluated by solving a precomputing model, which usually
transforms IVP to algebraic equations with different orders.
This process is repeated until the desired simulation length
is reached. A variety of SAS methods have been investigated
in the literature, such as the Adomian decomposition method
[22], the power series method [18], the holomorphic embedding
method [23], the differential transformation method [19]–[21],
etc. These methods have shown promising results in power
system simulations and have been tested and validated on
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large-scale power systems [24]. Several examinations [19],
[24] show that the Differential Transformation (DT) based
time domain simulation has a better speed performance than
some RK methods when high accuracy is required for the
power system simulation.

Basically, the order and step size are determined case by case
and fixed based on experiences. From [19], the DT method is
able to increase the step size by using a high-order SAS. And,
as a semi-analytical simulation method, the DT method is able
to adjust its step size more easily on the fly of the simulation
than numerical methods such as RK methods. However, the
theoretical linkage between the step size and the order of
the SAS, or in other words the optimal pair of step size and
the order, has not been studied well. To ensure numerical
stability, a step size much smaller than its threshold is often
employed in simulations. In fact, how to optimally adjust both
the step size and order on the fly of the simulation is not
a trivial problem. Variable step and variable order strategies
should not be too complex to ensure the efficiency of the
simulation, and also the accuracy of the simulation should be
acceptable. These requirements will be met by the proposed
strategies. One advantage of using the DT method is that the
recursive computation process is performed offline, resulting
in faster online iteration. Moreover, analyzing error estimation
is easier when compared to the embedded RK method [11].
The DT algorithm can adjust the step size based on truncated
error without the need to embed another order’s solver for error
prediction. This feature is demonstrated in a simple case in [21],
where an adaptive time window is utilized in a multi-energy
system. The aforementioned strategy can be extended to a PI-
controlled strategy [25], which performs better in stiff systems
and reduces rapid changes in step size. Unlike traditional
numerical methods, the DT method can smoothly adjust orders
during the simulation, allowing for the design of an adaptive
order that works in conjunction with the step strategy to achieve
improved performance.

The contributions of this paper are summarized as follows.
First, an automatic PI-controlled variable step strategy for
the DT method, referred to as the Variable-Step DT (VS-
DT) method, is proposed for power system simulations using
a fixed order SAS to achieve high-speed performance with
good accuracy, even for large systems. Second, an optimally
variable order strategy is proposed to enable using the optimal
order in the VS-DT method, which is referred to as the
Variable-Step-Optimal-Order DT (VSOO-DT) method. By
formulating and solving an optimization problem, the optimal
SAS order is determined efficiently for the VS-DT method.
The variable step and variable order strategies together provide
an optimal candidate pair of the step size and order at each
time step on the fly of the simulation, ensuring a good
balance between numerical stability and simulation speed.
Furthermore, the numerical stability of the proposed methods
as well as the selections of all parameters are also theoretically
analyzed. Finally, by case studies, the two proposed methods
are examined through a variety of tests. The test results show, in
particular, that compared to similar methods, the proposed VS-
DT and VSOO-DT methods achieve more robust and efficient
simulations by automatically varying the step size or optimizing

the order as well. Moreover, the proposed two strategies suggest
a general framework for simulations using adaptive step sizes
and optimized solution orders, not limited to the DT method.
Such a framework can be easily generalized to other semi-
analytical simulation methods or numerical methods whose
orders are adjustable.

The structure of this paper is as follows. In section II,
the DT method is reformulated. In Section III we propose
a novel PI-controlled variable step size and variable order DT
algorithm and analyze the numerical stability. In Section IV we
formulate the changing of orders as an optimization problem
and a heuristic method is applied to relax the original problem.
Finally, in section V, results of time domain simulation based
on the new algorithm for several IEEE classical systems are
presented to show the scalability and efficiency of the proposed
method. We conclude in Section VI by summarizing several
advantages of the new strategy and many promising ways to
enhance the approach. The detailed power system model is
provided in the Appendix.

II. DIFFERENTIAL TRANSFORMATION METHOD

Consider a dynamic system which is Lipschitz on Rm1 :

ẋ = f(x), (1)

where x is in Rm1 . Assuming that the solution ϕ(t,x0) is
sufficiently smooth in a neighborhood Bδ(tn,x0), we can
expand it using the Taylor series up to a certain order K
within Bδ(tn,x0):

ϕ(t,x0) =

K∑
k=0

1

k!

∂kϕ(t,x0)

∂tk

∣∣∣∣
t=tn

(t− tn)
k

+R(ζ)(t− tn)
K+1,

(2)

where R(ζ) is related to order K, tn and t. Substituting (2)
into (1), and leveraging the property of the linear independence
of polynomials, we can equate the coefficients of the same
order, resulting in:

(k + 1)X(k + 1) =
df
dx

X(k) + Fnon(k), (3)

where

X(k) =
1

k!

∂kϕ(t,x0)

∂tk

∣∣∣∣
t=tn

and Fnon(k) is a nonlinear function from k = 0, · · · ,K. A
recursive rule to obtain a semi-analytical solution in a single
step is defined in (3). However, when the system dimension
becomes large, solving Fnon(k) directly can be computationally
complicated due to the high-order partial derivatives. Therefore,
further modification is required. To lift the original system into
a linear form, we define intermediate variables y ∈ Rm2 to
eliminate Fnon(k) in a linear form. Suppose y = g(x), then, let
z = (x⊤,y⊤)⊤ ∈ Rm1+m2 , we can rewrite f as an augmented
system faug : Rm1+m2 → Rm1 such that faug (x,g(x)) =
f(x) = faug(z),∀x ∈ Rm1 , by proper selecting intermediate
variables, faug(z) is an vector linear function with respect to
z = (x⊤,y⊤)⊤. Specifically, we assume that y is a vector
function of x, and we can derive a DT rule offline for the
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nonlinear algebraic function y = g(x). Using the chain rule
of derivatives, we can create more than one layer of variables
from y to x. The iteration rule can be obtained from the Taylor
series of (2) by both sides due to the linear independence of
polynomials:

Y(k) = G(X(k),X(k − 1), · · · ,X(0)), (4)

where G is a DT function from (X(k),X(k − 1), · · · ,X(0))
to Y(k) and

Y(k) =
1

k!

dky(t)
dtk

∣∣∣∣
t=tn

.

Based above, a closed form of (3) can be obtained:

(k + 1)X(k + 1) =
dfaug

dz
Z(k) = JZ(k),

Y(k) = G(X(k),X(k − 1), · · · ,X(0)),

Z(k) = (X(k),Y(k))

(5)

from k = 0, · · · ,K−1. The matrix J remains a constant matrix,
while the higher-order nonlinear terms Fnon(k) have been
eliminated and transformed into a more manageable derived
vector function G with expanded dimensions. In [19], various
forms of nonlinear functions, such as square functions and
sine functions, have been derived. Moreover, the DT iteration
formula for the detailed and classical models (39) for power
system dynamic simulations has been proposed in [19], [20].
This iteration process takes the form of (5), providing a K th

order approximation solution of ϕ in Bδ(tn,x0). Finally, an
algorithm can be designed to solve the IVP (1):

Algorithm 1 Original DT Method
Require: t0, te, h, K, x0.

1: initialization t = t0, X(0) = x0,
2: Y(0) = G(X(0)),Z(0) = (X(0),Y(0)), n = 0.
3: while t+ h < te do
4: while k < K do
5: Y(k)← G(X(k),X(k − 1) · · ·X(0))
6: Z(k)← (X(k),Y(k))
7: X(k + 1)← (k + 1)−1JZ(k)
8: k ← k + 1
9: end while

10: x(tn+1)←
∑K

k=0 X(k)hk

11: X(0)← x(tn+1).
12: tn+1 ← t+ h, t← t+ h, n← n+ 1, k ← 0
13: end while
14: return x(t), t0 ≤ t ≤ te

Remark 1. Algorithm 1 provides a general way to implement
the DT method into dynamic simulations on an ODE model.
For a more general DAE model, a similar process can be
implemented [20]. In such cases, different from iterative nu-
merical methods, a DT-based dynamic simulation is conducted
in a recursive manner using a high-order power series, i.e.,
the SAS, in which higher-order mathematical terms can be
recursively derived from low-order terms. Thus, a high-order
approximation of the true solution is achieved, compared with
traditional low-order numerical methods, e.g., the RK4 method.

Furthermore, there are two main approaches to solving the DAE
model: simultaneous and partitioned methods. Simultaneous
methods handle both differential and algebraic equations
together, while partitioned methods alternate their solutions.
While the partitioned method is widely used, solutions based
on partitioned methods can face numerical issues due to the
interfacing of different variables and it is difficult to use large
time step sizes. In contrast, benefiting from the non-iterative
and recursive nature of the SAS, the numerical error induced
by the partitioning [14] can be avoided by the DT method.

Remark 2. While higher order accuracy and numerical stability
can be provided by the DT method on a power system modeled
by DAEs or ODEs, the resulting solution of (1) is supposed
to be continuously differentiable in a desired order for the
existence and convergence of the power-series approximation.
In general, this assumption can easily be met considering the
smooth response of state variables in a power system model
even with switchable controllers considering control criteria
or limits. The vector field f(x) of the power system model is
at least piecewise smooth, so the DT algorithm is still well-
defined and the corresponding SAS can be derived for each
smooth sub-region of the vector field in the power series form
of x(tn+1) =

∑K
k=0 X(k)hk. Then, the SAS is evaluated over

consecutive time intervals of h until making up the desired
simulation period. When a switch is detected with any controller
during the simulation, the timing can be identified to decrease
the step size around the switching point if the resulting error
exceeds a threshold based on defect control [26]. Therefore,
switches with controllers do not have a significant influence
on the time performance of the DT method.

III. PI CONTROL-BASED STEP STRATEGY

A. A typical step change algorithm

In power system simulation, achieving high speed is crucial
as online screening requires faster-than-real-time simulation
to provide fault information in time, enabling strategies to be
implemented promptly. Additionally, simulating a large power
system, both in the time domain and for cascading failures, can
be exceedingly time-consuming, with no promising solutions
yet for dealing with such high-dimensional problems. Therefore,
balancing solver accuracy and speed is always a key issue
in power system research. Adopting a proper step control
algorithm for the DT method could be significant for speeding
up simulations. One famous step strategy for RK methods
addresses step issues by estimating the error in every step and
controlling the step size with a given tolerance value. When a
K th order solution with the DT method is used, the absolute
local truncation error of [x]i can be estimated using the last
term [X]i(K)hK . Note that for a power system model, state
variables have different physical meanings and units. Therefore,
errors are compared across different variables, and they need
to be normalized. Unlike the existing work [11], [21], the error
index with order K is estimated as follows. Suppose that the
approximate solution converges and satisfies the root criteria
[27], i.e., there exist a radius r̄ and K̄ determined by h such
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that
(
∥X(K)∥∞hK

)1/K ≤ r̄ < 1 for ∀K ≥ K̄. Equivalently,
if ∥x∥∞ is bounded, there exist radius r and K̂ such that

r(k) :=

(
max

1≤i≤m1

∣∣∣∣ [X]i(K)hK

|[x]i|+ ηi

∣∣∣∣)1/K

≤ r (6)

for ∀K ≥ K̂. Here, ηi is a small constant introduced to scale
the ith component of x. This is to avoid the singularity caused
by [x]i = 0. It also helps adjust the trade-off between absolute
and normalized errors. Note that the left-hand side of (6)
represents the proposed comprehensive error index at order K.
Once this error at a particular order is determined, the radius
r can be approximated using the left-hand side of (6). Then,
truncation errors related to higher orders can be bounded using
geometric sequences

∑∞
l=K+1 r

l based on the value of r, as
per our assumption. Consequently, the local truncation error
can be estimated as follows:

E (K,h) :=

∞∑
l=K+1

(
max

1≤i≤m1

∣∣∣∣ [X]i(l)h
l

|[x]i|+ ηi

∣∣∣∣)

≈
∞∑

l=K+1

rl =
rK+1

1− r
.

(7)

In comparison to truncation error estimation based on a single
term, (7) gives a more conservative error estimation considering
higher order terms. By setting proper tolerance Tol for per
step size error, a control strategy [28] can be

en =
E (K,hn)

hn
,

θn+1 = min

{
γ

(
Tol

en

)K−1

, θmax

}
,

hn+1 = θn+1hn,

(8)

where n represents the step stage, from now we simplify tn as
subscript n, θ is a dynamic parameter adjusted at each step to
determine the next step size, balancing the need for accuracy
(keeping en small) and efficiency (allowing for larger step sizes
hn when possible). The scheme introduced above provides a
simple method for determining a step size that is as large as
possible without exceeding the error tolerance, i.e., ensuring
that en < Tol. To reduce the likelihood of a rapid increase
in error, a safety factor γ < 1 can be used. This approach
has been shown to be quite effective for general problems and
can even expand the stability region [28]. However, it is prone
to step oscillations when the system becomes stiff, making
the scheme unstable. We will show later that the algorithm
above can be considered an integral controller, and that a PI
controller typically outperforms it.

B. A PI Control Based Step Strategy

In this subsection, a DT scheme based on PI control is
applied to accelerate time domain simulations. For simplicity,
ignore the practical setting of (8), i.e. the maximum gain
constraint θmax, and take its logarithm to obtain:

log hn+1 − log hn =
1

K

(
log γKTol − log en

)
, (9)

which represents a discrete integral loop. The left-hand side is
the difference form of the output derivative with t replaced by
n, while the right-hand side is the difference between the input
log γKTol and the feedback variable log en. From a control
perspective, a PI controller can perform better than a single I
controller. Therefore, we consider a more general and flexible
framework in this paper, and the stability and robustness of this
approach have been proven in [25], [29], adding a proportional
loop to (9), yields:

log hn+1 − log hn = KIdn +KP (dn − dn−1) , (10)

where dn =
(
log γKTol − log en

)
and KI , KP are parameters

for the integral loop and proportional loop. Rearranging (10),
the explicit control strategy can be

hn+1 = hn

(
γK Tol

en

)KI
(
en−1

en

)KP

, (11)

It turns out that the typical step change algorithm is a specific
case of the PI algorithm with KI +KP = 1/K and KP = 0.

C. Stability of the PI Controller and Selection of Parameters

The stability of the PI controller is analyzed in this section.
Consider the Dahlquist test equation ẋ = λx, λ ∈ C, a
standard system for analyzing numerical stability. By adopting
the DT method and PI-controlled variable step strategy, the
corresponding discrete equations become:

xn+1 = D(z)xn (12)
en = |E(z)xn| (13)

hn+1 = hn

(
Tol

en

)KI
(
en−1

en

)KP

(14)

where z:= λhn, D (z)=
∑K

p=0 z
p/p!, and E (z)= zK/K!.

Notice that different from the definition of en in (8), the error
is analyzed in a general form, i.e., the absolute error, which
does not influence the stability analysis. Difference equations
(12) and (13) discrerize ẋ = λx based on the DT method
considering K th order accuracy. In (13), the local truncation
error is estimated by the last term in the power series, and
(14) is rearranged from (10). For the purpose of convergence
analysis, let α = KI + KP , β = KP , φn = log |xn|, and
χn = log hn, the system above (12)-(14) becomes:

φn+1 = log |D(λeχn)|+ φn

χn+1 = χn − α log |E(λeχn)| − αφn

+ β log |E(λeχn−1)|+ βφn−1 + γ1

where γ1 denotes some constant, the stability of the
system can be analyzed from the radius of the Jaco-
bian matrix, i.e., the transformed matrix of the map:
(φn, χn, φn−1, χn−1)

DT with PI−−−−−−→(φn+1, χn+1, φn, χn):

∂(φn+1, χn+1, φn, χn)

∂(φn, χn, φn−1, χn−1)
=


1 u 0 0
−α 1− αv β βv
1 0 0 0
0 1 0 0


(15)
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where u and v are defined by

u = ℜ
(
dD(z)

dz
· z

D(z)

)
, v = ℜ

(
dE(z)

dz
· z

E(z)

)
where ℜ(·) means the real part of a variable. The Jacobian
matrix can be evaluated at the equilibrium point of the mapping,
i.e., at (φn, χn) such that |D(λeχn)| = 1, and φn can be
determined from the second equation. By choosing proper
values for α and β, the PI control algorithm (14) expands the
stability boundary and increases the simulation speed. Some
cases for RK methods are demonstrated in [29]. It is known
that the DT method shares the same stability domain with the
RK method. Thus, the PI control strategy can also expand the
stability region of the DT method. However, how to select
the proper parameters KP and KI of the PI controller, is an
interesting problem. Different from the RK method, the DT
method can easily estimate its error by plugging E (z)= zN/N !
into (10) to obtain the linear difference equation if hn is small:

log hn+1 − (Kα− 1) log hn −Nβ log hn−1 = γ2 (16)

where
γ2 = (α− β) log

(
K!Tol

λK

)
(17)

The corresponding characteristic equation is

λ2 − (Kα− 1)λ−Kβ = 0. (18)

It turns out that a typical variable step algorithm is a special
case of the proposed PI control algorithm when α = 1/K and
β = 0. If en in (8) for each step is estimated using the last
term, a slight modification to (18) is required

λ2 − (Kα− 1− α)λ− (K − 1)β = 0. (19)

The selection of α and β, or in other words KI and KP of
the PI controller, should make that the modulus of solutions of
(18) or (19) < 1 to accelerate the simulation. Also, the radius
of the Jacobian matrix in (15) needs to be < 1 to expand
the stability domain. The setting in [30] is followed, which is
verified by both control theory and computational case studies.
Thus, let KI = 0.3/K and KP = 0.4/K. KI and KP can be
calculated once the order of the DT method is determined.

IV. OPTIMAL ORDER SELECTION

A. The Complexity of Power System Simulation Using DT

Previous studies [31], [32] focused on selecting the optimal
order for the Taylor series, while in this work, we propose a
dynamic order selection approach based on the PI and typical
step change algorithms. The complexity of the DT method is
quantified as the number of multiplication operations performed
in each time step. For a classical power system model without
controllers, the computational complexity is expressed as:

C(K) = Cca(K) = Nca1K
2 +Nca2K +Nca3, (20)

where Nca1 = 2Ng, Nca2 = 2Ng + 4Ng
2 +NxNz +Nx, and

Nca3 = Nx, Ng denotes the number of generators, Nx = m1 is
the dimension of the original system (1), and Nz = m1+m2 is
the dimension of the augment variable z. The computation of

complexity can be divided into three steps. First, we count the
multiplication operations involved in calculating the augment
variables Y (k) up to K in (4). Second, we calculate the
multiplication operations required for computing X(k) up to
order K. Last, we count the multiplication operations needed
for calculating from X(k) to xn+1.

The same procedure can apply to other power system models.
For instance, for a detailed model given by (39a) to (40), a
complexity function is given by:

C(K) = Cde(K) = Nde1K
2 +Nde2K +Nde3, (21)

where Nde1 = 17Ng/2, Nde2 = 4Ng
2 + 27Ng/2 + NxNz +

Nx, and Nde3 = Nx. With a formula like (20) or (21) in
mind, we can design a special algorithm for optimal order
switching based on different power system models. The process
of computing complexity is based on the steps outlined in lines
5 to 10 of Algorithm 1.

B. Algorithm of the Adaptive Order Strategy

From now we use Kn+1 to represent the order of the DT
method used in the step n+1. To select the optimal order, we
formulate an optimization problem based on the complexity
of the simulation model. Specifically, the goal is to maximize
the step size hn+1 while minimizing the complexity C(Kn+1),
without significantly affecting the accuracy of the simulation.
We model the problem as follows:

max
hn+1

C(Kn+1)
s.t. (8) or (11). (22)

Here, note that to strike a balance between stability and speed,
as we discussed in the previous section, the PI controller
parameters, namely KI and KP , are dependent on the order
of the DT algorithm, and the error estimation is also linked
to the choice of order. Given the fact that this optimization
problem cannot be solved explicitly, we propose a heuristic
approach to separate this problem into three situations:

Situation 1. If the step size has increased or the order
has decreased in the previous step, which basically indicates
that the error is lower compared to the tolerance, then the
order is likely to decrease further in this step to accelerate the
simulation. The corresponding condition is:

hn−1 ≤ hn or Kn ≤ Kn−1, (23)

if the (23) holds, the problem is transformed into checking
whether the inequality

hde

C(Kde)
> µde

hes

C(Kn)
(24)

holds, where

Kde := Kn − δK, (25)

rde := r(Kde, hn) =

(
max

1≤i≤m1

∣∣∣∣ [X]i(Kde)h
Kde
n

|[x]i|+ ηi

∣∣∣∣)1/Kde

,

(26)

ede :=
E (Kde, hn)

hn
=

rKde+1
de

(1− rde)hn
, (27)

This article has been accepted for publication in IEEE Transactions on Power Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TPWRS.2024.3361442

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: UNIVERSITY OF TENNESSEE LIBRARIES. Downloaded on April 18,2024 at 22:05:05 UTC from IEEE Xplore.  Restrictions apply. 



6

θde := min

{
γ

(
Tol

ede

)1/Kde

, θmax

}
, (28)

hde := hn+1,Kde
= max {θdehn, hmin} . (29)

µde controls the switching threshold, δK is the order intended
to decrease in the next step, and hde is the step size candidate
obtained from (8) with order Kn − δK. If µde > 1 and the
operation point (hde,Kde) performs better than (hn,Kn), the
order and step are switched which means a reduced order can
be used if the same accuracy can be guaranteed to speed up the
simulation. The step size hes is estimated by (8) and controlled
by a PI controller (11). If (24) does not hold, hn+1 is estimated
using the PI controller and Kn+1 = Kn is fixed. θmax and hmin
are the limits for θde and hde, respectively.

Situation 2. If the step size has decreased or the order has
increased in the previous step, which indicates that the error is
larger compared with tolerance, then the order tends to increase
in this step to mitigate the error. The condition is

hn ≤ hn−1 or Kn−1 ≤ Kn. (30)

Its satisfaction transforms the problem to checking whether
this inequality holds:

hin

C(Kin)
> µin

hes

C(Kn)
(31)

where

Kin := Kn +∆K, (32)
ρin := min max

1≤i≤m1

∣∣∣∣ [X]i(Kn − 1)

[X]i(Kn)

∣∣∣∣ , max
1≤i≤m1
0≤j≤1

∣∣∣∣ [X]i(Kn − (j + 2))

[X]i(Kn − j)

∣∣∣∣ 1
2

 ,

(33)

ein :=
en
ρin

=
E (Kn, hn)

(ρinhn)
∆K

, (34)

θin := min

{
γ

(
Tol

ein

)K−1
in

, θmax

}
, (35)

hin := hn+1,Kin
= min {θinhn, hmax} , (36)

µin is the threshold for switching orders. Different from
situation 1, the higher order truncation error is implicit as the
coefficients’ vector X(Kn +∆K) is unknown for a K th

n order
DT method. So a convergence rate factor ρin approximates
the local truncation error candidate ein that corresponds to the
order Kin, and the ratios in (33) involving different orders
help approximate how much the solution has changed between
orders. By considering different ratios, potential issues caused
by even or odd functions can be avoided. Furthermore, taking
the minimum of these ratios ensures that the convergence rate
factor is conservatively estimated, providing a safety margin for
the increase in order. ∆K represents the increased order in the
nth step, and hin represents the candidate step size predicted by
(8) with order Kin. If (31) holds, the operation point switches
from (hn,Kn) to (hin,Kin) since a higher order DT method
enables a larger time step at step n+ 1. Set Kn+1 = Kn and
hn+1 = hes by (11) if (31) doesn’t hold.

Situation 3: If conditions for situation 1 and situation 2
are both satisfied, then the order is determined by optimizing
the objective function with respect to all three values. For
simplicity, assume that µin = µde = 1. If the conditions
(23) and (30) hold, the problem is equivalent to solving

(hn+1,Kn+1) ∈ arg max
(h,K)∈I

h

C(K)
, (37)

such that I = {(hde,Kde) , (hes,Kn) , (hin,Kin)}, note that
all elements in I are defined above in situation 1 and situation
2, i.e., (11), (25) to (29) and (32) to (36). This is the general
formulation of the previous situation, where specific situations
are taken into consideration when certain conditions are met.
Otherwise, the operational point is determined by comparing
the three objective functions, i.e., h/C(K). The algorithm for
this VSOO-DT approach is outlined below.

Algorithm 2 The Variable-Step-Optimal-Order DT Method
Require: t0, te, h0, K0, x0, T ol, hmin, hmax, Kmin, Kmax,

µde, µin, δK, ∆K, η, γ, θmax.
1: initialization t = t0, n = 0, e0 = 0,X(0) = x0,Y(0) =

G(X(0)),Z(0) =
(
X⊤(0),Y⊤(0)

)⊤
2: while t+ hn < te do
3: while k < Kn do
4: Y(k)← G(X(k),X(k − 1) · · ·X(0))
5: Z(k)← (X(k),Y(k))
6: X(k + 1)← (k + 1)−1JZ(k)
7: k ← k + 1
8: end while
9: x(tn+1)←

∑Kn

k=0 X(k)hk

10: if hes ≤ hmin then
11: hes ← hmin

12: else if hes ≥ hmax then
13: hes ← hmax

14: end if
15: calculating step hes using PI control strategy (11)
16: if (23) and (30) hold and Kmin ≤ Kde ≤ Kin ≤ Kmax

then
17: (hn+1,Kn+1)← arg max

(h,K)∈I
h

C(K)

18: else if (23), (24) hold and Kmin ≤ Kde then
19: (hn+1,Kn+1)← (hde,Kde) by (25)− (29)
20: else if (30), (31) hold and Kmin ≤ Kde then
21: (hn+1,Kn+1)← (hin,Kin) by (32)− (36)
22: else
23: (hn+1,Kn+1)← (hes,Kn) by (11)
24: end if
25: X(0)← xn+1

26: tn+1 ← t+ hn, t← t+ hn, n← n+ 1, k ← 0
27: end while
28: return x(t), t0 ≤ t ≤ te

C. Selecting Parameters
With the basic motivations and principles of the PI control

strategy and the optimization strategy explained, the selection
of each parameter with the strategies is suggested below:

Initial Values: Begin with a small initial step size (h0) and
order (K0) to have a safe start. Notably, the proposed methods’
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robustness allows these values to adapt during the simulation,
reducing sensitivity to initial settings.

Error Tolerance (Tol): Select the Tol value based on specific
simulation requirements, typically ranging from 10−25 to 10−2.
Higher Tol values are primarily used to assess performance
but are generally unnecessary. Typically, a range of 10−8 to
10−2 is sufficient.

Additional Parameters: Parameters such as minimum and
maximum step sizes (hmin and hmax) are problem-specific and
designed for practical purposes, like achieving desired solution
resolutions. Minimum and maximum orders (Kmin and Kmax)
are flexible depending on the problem. Note that high orders
are rarely needed unless exceptional accuracy is required.

Thresholds for Order Switching (µde and µin): These thresh-
olds relate to the order-switching process within the VSOO-DT
method. Values exceeding 1 impose stricter switching criteria,
ensuring superior performance in the new state. Notably, µin

should exhibit a normalizedly higher value compared to µde

since K th
in order coefficients are estimated by ρin but K th

de order
coefficients could be computed accurately.

Order Adjustment Parameters (δK and ∆K): These parame-
ters can be adjusted as needed. This paper lets δK = ∆K = 1
to achieve a smooth transition between orders. Alternatively,
order switching can occur after several steps with larger δK
and ∆K values.

Scaling Factor for Error Estimation (ηi): ηi scales the
estimated error. It helps to avoid singularities when certain
variables approach zero. Setting ηi = 0 results in purely
normalized error estimation, while |ηi| > 0 allows a balance
between absolute and normalized errors. This point will become
clear if setting ηi = − |[x]i|+1. Generally, the (6) can capture
the hybrid absolute-normalized error, and one can adjust the
ratio between absolute and normalized errors, a small |ηi| will
lead to a domination of the normalized error which is usually
meaningful and reliable for simulating a large-scale power
system having state variables with different physical meaning.

Safety Factors and Limits (γ and θmax): γ acts as a safety
factor and can be set to 1 in the proposed VSOO-DT method
due to the presence of a P controller. θmax limits the maximum
step size increment to prevent excessive overshooting, e.g.,
θmax = 2 means that the largest hn+1 will not exceed 2hn. In
power system simulations, double the step size would be enough
to respond to the dynamics of systems without influencing the
resolution of solutions.

Values and ranges of these parameters are suggested in Table
I for power system simulations. It is worth noting that most of
the parameters are adaptable to meet any specific requirements.

V. NUMERICAL RESULTS

In this section, the efficiency, robustness, and validity of
the proposed algorithm are evaluated using both classical and
detailed models of the IEEE 9-bus system, IEEE 39-bus system,
and Polish 2383-bus system [19]. The case study focuses
on three stages: (1) verification of the proposed approach
with different scenarios in different systems, (2) validation
of the robustness with different tolerances and comparison
of the proposed approach with different fixed orders using

TABLE I
SETTING OF PARAMETERS

Parameters Meanings Values

h0 initial step-size 0.001
K0 initial order 8
Tol error tolerance [10−25, 10−2]
hmin minimum step-size depends
hmax maximum step-size depends
Kmin minimum order ≥ 4
Kmax maximum order ≤ 45
µde switching factor for decreasing order [1, 2.5]
µin switching factor for increasing order [1, 2.5]
δK increased order ≥ 1
∆K decreased order ≥ 1
ηi scaling factor for component [x]i [10−19, 0.1]
γ safety factor [0.85, 1]

θmax maximum incremental gain [1.25, 2]

variable time step algorithm, (3) comparison of the efficiency
of the proposed approach with other numerical algorithms. To
compare the error of each method, the result from the RK4
method with a tiny time step size h = 1×10−4 s is considered
the benchmark.

A. Screening of Comprehensive Scenarios

The proposed VSOO-DT method is tested on three systems:
IEEE 9-bus, IEEE 39-bus, and Polish 2383-bus systems.
Simulations are conducted using Matlab on a laptop computer
with an Intel CoreTM i7-6600U CPU and 8 GB RAM. For
the IEEE 9-bus system, simulations are conducted with and
without the tripping of the branch between buses 5 and 7 after
grounding. The parameters used in the simulations are provided
in Table II.

TABLE II
DEFAULT SETTING OF PARAMETERS FOR IEEE 9-BUS SYSTEM

h0 K0 Tol hmin hmax Kmin Kmax

0.001 s 4 10−5 10−4 s 0.2 s 4 45

µde µin δK ∆K η γ θmax

1 1.02 1 1 10−19 1 2

The simulation results of several variables, including relative
rotor angles, absolute error, adaptive step size, and the optimal
order during the simulation, are displayed in Fig. 1a-1h. The
sequence of error in Fig. 1b is calculated by the infinity norm
of the difference between the benchmark xbh(tn) and xn for
every step, i.e., given a time tn, the error is calculated:

Error(tn) = ∥xbh(tn)− xn∥∞. (38)

From Fig. 1b, the error is finally stabilized around 4× 10−6

which means the accuracy of the proposed method can be
guaranteed. The step size and order are time-varying and
controlled by the PI controller and the optimal order algorithm.
By increasing the order during the simulation, a relatively large
time step size can be applied without violating the numerical
stability as well as with promising accuracy. Note that the step
size finally is approaching the upper limit hmax = 0.2 s and
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the order is also stabilized around 15. For the unstable case,
the step size can be stabilized around 0.04 s and the order
oscillates around 15, since compared with the stable one, the
system is stiffer, thus requiring a more minor time step.
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Fig. 1. Simulation results for the IEEE 9-bus system. (a) Relative rotor angles
in the stable case. (b) maximum errors in the stable case. (c) Step size during
the simulation in the stable case. (d) Optimal order of DT during the simulation
in the stable case. (e) Relative rotor angles in the unstable case. (f) maximum
errors in the unstable case. (g) Step size during the simulation in the unstable
case. (h) Optimal order of DT during the simulation in the unstable case.

For the IEEE 39-bus system, a three-phase bus grounding
fault is applied to bus 9 at 1 s and cleared at 1.2 s, resulting in
potential rotor angle instability. An unstable case is considered
where a three-phase bus grounding is applied to bus 39 at 1 s
and cleared at 1.5 s by tripping the generator at bus 39. The
same parameters as in Table II are used. Simulation results are
displayed in Fig. 2a-2h. In this case, initially situation 2 is the
dominant mode, and the step size increases rapidly with the
increasing order. The upper limit of the step size is approached
around 10s, and the order also stops to increase as there is no
further room to increase the step size for acceleration. Situation
1 or 3 is activated, and such a high-order model does not need
to be maintained. Nonetheless, errors can still be controlled.
For the unstable case, the step size is increased and oscillates
around 0.1 s, and the order is adjusted to increase. Otherwise,
the time step size will start to decrease to influence the time

performance.
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Fig. 2. Simulation results for the IEEE 39-bus system. (a) Relative rotor
angles in the stable case. (b) maximum errors in the stable case. (c) Step size
during the simulation in the stable case. (d) Optimal order of DT during the
simulation in the stable case. (e) Relative rotor angles in the unstable case.
(f) maximum errors in the unstable case. (g) Step size during the simulation
in the unstable case. (h) Optimal order of DT during the simulation in the
unstable case.

Lastly, the Polish 2383-bus system is considered, where a
three-phase bus grounding is applied to bus 9 at 1 s and the
branch between bus 6 and bus 9 is tripped at 1.2 s, leading
to a stable system. An unstable case arises from tripping the
branch between bus 6 and bus 9 at 1.5 s. The parameters are
shown in Table II for the above two cases except for K0 = 8
and hmax = 0.12s. Simulation results for Tol = 10−15 are
displayed in Fig. 3. In the stable case, the step size approaches
the upper limit at around 3 s with the order increasing up to
32. The system gradually converges to an equilibrium point
with the order ultimately converging to 29. Note that the order
will keep decreasing if the simulation continues beyond 20
s since a lower-order model can support the hn approach to
the upper limit. The unstable case has the step size approach
the upper limit before one rotor angle diverges after 5 s, and
reduces the step size rapidly due to the faster dyanmics than
the stable case. The order with the unstable case is lower,
and increasing the order does not significantly improve the
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simulation speed. Overall, the proposed VSOO-DT method
demonstrates its robustness in different cases with the desirable
numerical stability and enlarged step sizes.
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Fig. 3. Simulation results for the Polish 2383-bus system. (a) Relative rotor
angles in the stable case. (b) maximum errors in the stable case. (c) Step size
during the simulation in the stable case. (d) Optimal order of DT during the
simulation in the stable case. (e) Relative rotor angles in the unstable case.
(f) maximum errors in the unstable case. (g) Step size during the simulation
in the unstable case. (h) Optimal order of DT during the simulation in the
unstable case.

B. Comparing with the Variable-Step DT Method with a Fixed
Order

To emphasize the importance of selecting the optimal order,
the proposed VSOO-DT method is compared with the proposed
VS-DT method using different fixed orders. The parameter
settings follow the last subsection and those stable cases are
considered. System dynamics within 20 s are simulated, and
the corresponding computational times are compared under
different tolerances (Tol), as shown in Table III.

When Tol = 10−15, an increase of the order leads to a
longer execution time for the 9-bus and 39-bus systems since
the increased complexity by using a higher order offsets the
benefit from using a larger time step size. For these cases,
the optimal order is 15. For the 2383-bus system, the optimal
order is 25. Note that the execution time decreases when the

order changes from 15 to 25 but increases after the order of
25. This highlights the benefit of a higher-order solution for
simulating a large-scale system, allowing for a larger step size
to accelerate the simulation. However, the benefit may decrease
and vanish beyond a certain order.

Similar situations occur in the 9-bus and 39-bus systems
when Tol is increased to 10−20. 25 is the ideal order with
minimum execution time. However, for the 2383-bus system,
the minimum execution time is achieved at order 35. When
Tol approaches 10−25, the ideal order for the 9-bus system
is 45, but for the 39-bus system, it is 35. This is because the
lower dimension of the 9-bus system allows for employing a
higher order VS-DT method, with a larger time step size, which
outperforms the use of a lower order model with a smaller step
size. For large-scale systems, the optimal order of the VS-DT
method remains 35 when Tol = 10−25, indicating that simply
increasing the order does not always help reduce computational
time. While the VS-DT method provides promising results
across different models and tolerances, the determination of a
universally ideal order remains unsolved. However, the results
of the VSOO-DT method outperform the VS-DT method under
all tolerances because of the additional optimal order control
strategy. These findings affirm the robustness and efficiency
of the proposed optimal order strategy in comparison to the
VS-DT method.

TABLE III
COMPUTATIONAL TIME WITH DIFFERENT FIXED ORDER VS-DT METHODS

Order
K

Tolerance
Tol

CPU Time(s)
9-bus

CPU Time(s)
39-bus

CPU Time(s)
2383-bus

15 10−15 0.2887 0.3356 18.9236
10−20 0.7169 0.6177 45.3932
10−25 1.5774 1.5614 110.2162

25 10−15 0.3336 0.3629 10.4229
10−20 0.5263 0.4411 20.9032
10−25 0.8235 0.7110 30.4770

35 10−15 0.4468 0.5695 14.4394
10−20 0.5981 0.5836 17.7867
10−25 0.7329 0.6255 22.4509

45 10−15 0.5680 0.7359 24.5646
10−20 0.6138 0.8080 25.6463
10−25 0.7029 0.7811 26.6313

Optimal Order 10−15 0.3712 0.3291 10.1469
(Start from K0 = 8) 10−20 0.6047 0.4976 14.5964

10−25 0.8858 0.5557 21.0387

To further compare the numerical stability and speed of the
DT, VS-DT, and VSOODT methods, consider a three-phase
grounding fault applied to bus 3 and cleared after 0.2s for the
2383-bus system. Parameters in Table II are utilized without
setting hmax. A large step size h0 = 0.1 s is employed and the
error is shown in Fig. 4a. The errors of the VS-DT and VSOO-
DT methods can be maintained at less than 10−2 but the DT
method is diverged. It can be concluded that both VS-DT and
VSOO-DT methods improve the numerical stability compared
with the DT method. Furthermore, results of the execution time
are shown in Fig. 4b. While the VS-DT method is numerically
stable under a large step size, its order K = 4 still limits the
computational performance. The proposed VSOO-DT method
achieves the same level of accuracy with a much less execution
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(a) (b)
Fig. 4. Stability comparison for the DT, VS-DT, and VSOO-DT methods for
the 2383-bus system. (a)Errors comparison. (b)Execution time comparison.

time (over 40 times speed up) because of the proposed optimal
order strategy. In summary, the failure of the original DT
method due to the improper step size and order can be partially
solved by the VS-DT method and fully addressed by the VSOO-
DT method.

C. Comparison with Classical Numerical Method

The proposed method is compared with the RK4 method
which is applied in the power system simulation on three
systems under the same error level. For the 9-bus system and
39-bus system, previous stable cases are still considered. The
results are shown below in Table IV, it can be observed the time
performances of the VSOO-DT method are much better than
those of the RK4 method under all different levels of errors.
A more comprehensive case involving a large disturbance for

TABLE IV
COMPUTATIONAL TIMES WITH THE RK4 AND VSOO-DT METHODS

System Error CPU Time(s)
(RK4)

CPU Time(s)
(VSOO-DT)

9-bus 10−3 0.2303 0.0812
10−4 0.4377 0.0933
10−5 0.5586 0.1078

39-bus 10−3 0.1469 0.0922
10−4 0.3041 0.1410
10−5 0.4038 0.1564

the 2383-bus system is studied. A three-phase grounding fault
is applied to bus 1681 and then is cleared after 0.2 s. The
simulation covers the system’s dynamics over 20 seconds, and
the resulting errors and computational times are compared
across various numerical methods, including the RK4 method,
the Modified Euler (ME) method, and the Trapezoidal Rule
(TR) method. Note that the TR method refers to the optimized
and superior MATLAB built-in solver (ode23t), which also
incorporates the variable step strategy. Table V provides the
comparison of the execution times and mean-max errors, here
”mean” errors represent average errors for maximum errors
along the time. Fig 5 displays the maximum errors during
the post-fault stage for different methods. The proposed VS-
DT and VSOO-DT methods exhibit a significant advantage
in terms of both efficiency and accuracy when compared to
RK4, ME, and TR methods. In particular, to compare with the
conventional DT method, both DT and VSOO-DT methods start
from identical conditions, i.e., K = K0 = 4, h = h0 = 0.008s
and µin = 1.5, and other parameters are shown in Table II. The
results show that the VSOO-DT method is faster than the DT

and VS-DT methods and it has the same level of high accuracy
compared to the VS-DT method. The proposed VSOO-DT
method effectively adjusts the order and step size on the fly
of the simulation, affirming the efficiency and importance of
the optimal order strategy. Moreover, the performance of the
DT highly depends on the selection of the initial step size
and order, which requires extra experience. This limitation has
been verified in the previous stability study. In cases where the
settings are not ideal, the execution time can become prolonged,
or the accuracy may not be promising.

In summary, the proposed VSOO-DT method not only attains
high accuracy like the VS-DT method but also has the fastest
computational speed among all other methods even when the
initial settings are not ideal.

TABLE V
PERFORMANCES OF DIFFERENT METHODS ON THE 2383-BUS SYSTEM

Method CPU time (s)Mean-Max Error(p.u.)

VSOO-DT
(
Tol = 10−5,K0 = 4

)
1.8943 8.79×10−8

VS-DT
(
Tol = 10−5,K = 8

)
3.3317 3.11×10−8

DT(h = 0.008 s,K = 4) 3.7092 1.63×10−5

RK4(h = 0.005 s) 4.3180 2.49×10−6

RK4(h = 0.01 s) 2.2454 3.80×10−5

ME (h = 0.001 s) 11.7445 2.15×10−4

ME (h = 0.005 s) 2.4866 0.0054
TR (tol = 10−4) 146.8446 0.017
TR (tol = 10−2) 44.8635 0.033

Fig. 5. Simulation errors of the 2383-bus system using different methods

While the TR and ME methods cannot simultaneously
match the accuracy and speed of the VSOO-DT method, other
traditional methods like the RK4 method require an extremely
small time step size, like 0.001 s, to achieve a comparable error
level to the VSOO-DT method, but it significantly slows down
the computational speed. To provide a more comprehensive
comparison, a MATLAB built-in variable step solver (ode45),
i.e., the RK45 method is also considered, which is known
for its success and robustness. By adjusting the tolerances
for both VSOO-DT and RK45 methods, and the step sizes
for the RK4 method, execution times across various levels of
mean-max errors are compared in Fig 6. The results clearly
demonstrate that the VSOO-DT method outperforms the RK4
and RK45 methods under different error requirements. Its
impressive efficiency and scalability are further indicated by
the nearly flat slope observed in the curve of the VSOO-DT
method. Slopes of these characteristic curves represent the
increased computational effort for increasing the accuracy. The
flat slope of the VSOO-DT method verifies its adaptability
through flexible order and step adjustments. To demonstrate the
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Fig. 6. Comparison of execution times for different errors by three methods

robustness and efficiency of the proposed VSOO-DT method,
a dynamic N-1 stability assessment is studied. All three-phase
grounding faults in the Polish 2383-bus system are considered,
and each fault lasts 0.2 seconds. The default simulation time is
20 s. Simulations would be terminated if the maximum relative
rotor angle exceeds 1000 degrees, indicating instability of the
system. The comparison between the DT, VS-DT, VSOO-DT,
RK45 (tolerance set at 10−8), and ME (with a step size of
0.001s) methods is shown in Fig 7. The N-1 stability assessment
includes all 2898 contingencies which can effectively verify
the scalability and robustness of the proposed methods.

The initial orders of the DT, VS-DT, and VSOO-DT methods
are 8 for a fair comparison. The step size of the DT is 0.01 s to
prevent the numerical collapse. Despite the DT’s capacity for
excessive accuracy, it is unnecessarily time-consuming. This
aligns with the observation that the DT requires tiny step sizes
to maintain numerical stability, resulting in time wastage. Note
that all methods based on the variable step strategy achieve
faster speeds. However, a fixed optimal order and step size
for the DT method may exist, but there is no general way
to find it. And this is the motivation to design the proposed
VSOO-DT method. Notably, the VSOO-DT method achieves
a remarkable 10-fold speedup compared to the ME and a 2-
fold speedup compared to the RK45 method, while the latter
is the fastest conventional numerical method with promising
numerical stability. Importantly, the execution times of the
VSOO-DT method exhibit even less variation than those of the
RK45 method, all while maintaining the same accuracy level
(lower than 10−7). This N-1 study validates the importance of
generalizing the SAS method with the variable step size and
order strategies in large-scale simulations. Based on the VSOO-
DT method, commercial software tools can be developed with
improved accuracy and numerical stability of simulation for
efficient dynamic stability assessment.

(a) (b)
Fig. 7. Distribution of N-1 dynamic screenings. (a)Execution times distribu-
tions. (b)Mean-Max error distributions.

VI. CONCLUSION

This paper addresses a critical gap in power system dynamic
simulations, where conventional methods often rely on the fixed
step size and order, lacking a systematic approach to optimize
these parameters on the fly of the simulation. While the DT
method has demonstrated the potential for increased step sizes
using SAS, the theoretical studies of the optimal relationship
between the step size and order remain understudied.

Two innovative strategies are proposed to solve this chal-
lenge: the VS-DT and the VSOO-DT methods. The VS-DT
introduces an automatic PI-controlled variable step strategy,
leveraging a fixed order SAS to achieve high-speed performance
without compromising accuracy, even for large-scale power
systems. Building upon this, the VSOO-DT method optimally
varies the order of the SAS, efficiently determining the optimal
order for each step through a formulated optimization problem
based on the complexity of the system model.

The key contributions of this paper are summarized. First, the
VS-DT and VSOO-DT methods provide a dynamic framework
for simulations, offering an optimal balance between numerical
stability and simulation speed. The automatic adjustment of
step size and the determination of the optimal SAS order are
achieved on the fly of the simulation, ensuring efficiency and
accuracy. Additionally, the proposed strategies are theoretically
analyzed for numerical stability, offering insights into the
selection of parameters.

Furthermore, case studies demonstrate the effectiveness of
the proposed methods. Compared to existing approaches, the
VS-DT and VSOO-DT methods exhibit robust and efficient
simulations by adapting step size and optimizing the order
as needed. Importantly, these strategies present a general
framework applicable to the DT method and other semi-
analytical or numerical methods with adjustable orders. This
generality opens avenues for broader applications in power
system simulations.

In summary, the proposed strategies represent a fundamental
change in dynamic simulations, adapting the step size and
optimizing the order for improved performance in different
situations. The framework presented goes beyond the DT
method, laying the foundation for progress in a wide range of
simulation methods.

APPENDIX

Consider the detailed power system dynamic model depicted
below, which includes several controllers:

Tsvṗsv = −psv + pref −
1

R
sm, (39a)

Tchṗm = −pm + psv, (39b)
Tω v̇1 = −(Kω +Kppe +Kvvt + v1), (39c)
Teėfd = vr −Keefd, (39d)
Tf v̇f = −vf +Kfefd, (39e)
Trv̇ts = −vts + vt, (39f)

Tav̇r =


−vr +Ka(vref + vs − vts − vf ),

if vrmin < vr < vrmax

0, if vrmin = vr, v̇r < 0 or vrmax = vr, v̇r > 0,

(39g)
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where vs is defined as Kω +Kppe +Kvvt + v1 and (39a) and
(39b) represent the governor and turbine models, respectively.
The PSS IEEE Type I model is given in (39c), while the
simplified IEEE Type I exciter model is represented by (39d)
through (39g). Furthermore, for the synchronous machine, a
detailed 6th order model is considered:

δ̇ = ωssm,

2Hṡm = pm − vdid − vqiq −Dsm,

T ′
q0ė

′
d = −

xq − x′′
q

x′
q − x′′

q

e′d +
xq − x′

q

x′
q − x′′

q

e′′d ,

T ′
d0ė

′
q = −xd − x′′

d

x′
d − x′′

d

e′q +
xd − x′

d

x′
d − x′′

d

e′′q + efd,

T ′′
q0ė

′′
d = e′d − e′′d + (x′

q − x′′
q )iq,

T ′′
d0ė

′′
q = e′q − e′′q − (x′

d − x′′
d)id,

(40)

where ixy = Yrvxy and[
id
iq

]
=

[
ra −x′′

q

x′′
d ra

]−1 ([
e′d
e′q

]
−
[

vd
vq

])
,[

ix
iy

]
= R

[
id
iq

]
,

[
vx
vy

]
= R

[
vd
vq

]
,

(41)

and
R =

[
sin δ cos δ
− cos δ sin δ

]
. (42)

For a more in-depth understanding of (39) and (40), please
refer to [19].
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