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Abstract—The electromagnetic transient (EMT) simulation is an
essential tool for studying power grids dominated by inverter-based
resources (IBRs). However, due to small simulation time steps
and increasing problem sizes, performing EMT simulations for
large-scale power grids becomes computational-intensive, and of-
ten impractical. To address this challenge, we developed ParaEMT,
an open-source Python-based EMT simulator that is parallelizable
and compatible with high-performance computing (HPC) systems
for simulating large-scale power grids with a significant presence
of IBRs. Its key features include: 1) utilizing parallel computation
for network solution by decomposing the network conductance
matrix into the bordered block diagonal form; 2) enabling parallel
updates of device states and network historical currents; 3) lever-
aging HPC to further accelerate simulation through a developed
generic interface. The accuracy of ParaEMT has been validated
on the reduced 240-bus (720-node) Western Electricity Coordinat-
ing Council system by benchmarking the EMT dynamics against
PSCAD. Furthermore, ParaEMT achieves a notable speedup of ap-
proximately 25 to 36 times on a synthetic 10,080-bus (30240-node)
system by leveraging the HPC resource named Eagle at the National
Renewable Energy Laboratory. A regional 100% renewable case
of the reduced 240-bus system has been developed for simulating
system-wide IBRs’ interactions in large-scale power grids using
ParaEMT.
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I. INTRODUCTION

W ITH the proliferation of inverter-based resources (IBRs)
in power grids in recent decades, there is a broad con-

sensus that electromagnetic transient (EMT) simulation is a
critical element for addressing IBR integration, especially in
bulk power grids with high levels of IBRs [1]. Some of notable
drivers of performing EMT studies for bulk power grids include
sub-synchronous oscillations [2], sub-synchronous control in-
teractions [3], integration of IBRs into a weak grid, unbalanced
fault’s impact on grids, and potential misoperation of protection
systems [2], [4], [5], [6]. To better study and understand the
impact of IBRs on system-level dynamics of power grids, offline
numerical simulations provide an economical alternative to the
digital real-time simulators and transient network analyzers
[6]. Among the offline tools, phasor-based electromechanical
transient simulations focus on slower dynamics, e.g., <5 Hz,
and use time steps of around milliseconds to simulate positive-
sequence states. Although phasor simulations are relatively fast,
they cannot accurately capture the complex dynamics of IBRs
that cover a wide range of frequencies, up to tens or hundreds
of hertz. In comparison, three-phase instantaneous value-based
electromagnetic transient (EMT) simulations utilize fundamen-
tal circuit models without assumptions on system frequencies
and can accurately represent fast and detailed dynamics [6], [7],
and thus they can be used to de-risk the integration of high
penetration levels of IBRs. Implementing fundamental circuit
models and ensuring the model accuracy and numerical stability
require small time steps of approximately 50–100 microseconds
or smaller, which makes EMT simulations extremely time-
consuming, especially for large-scale applications where the
dimensions of three-phase systems become very high. There-
fore, accelerating EMT simulations has been of great interest
and significance for evaluating fast dynamic risks in practical
planning and operations of power grids [8].

As multicore processors have become commonplace, con-
siderable effort has been directed toward parallel computations
for EMT simulations of large power grids [9]. Traditionally,
the parallelization of EMT simulations relied on exploiting
the natural decoupling between subnetworks that arises from
the traveling wave propagation delay across long-distance dis-
tributed parameter transmission lines and cables in a manual
way; however, the performance of this approach is constrained
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by the number, location, and length of transmission lines, and it
becomes infeasible when the delay is too small [9], [10], [11],
[12]. An alternative, which does not rely on the time delay of
lines, is to automatically reformulate the network conductance
matrix into a bordered block diagonal (BBD) form, which is not
fully decoupled but still amenable to parallelization [13].

Following the pioneering work [14] in 2011, many studies
have been carried out to advance the acceleration of device-level
or system-level EMT simulations by incorporating graphics
processing unit (GPU) technology [15], [16], [17], [18]. The
single instruction multiple thread execution mode facilitated by
GPUs allows for an effortless implementation of thread-level
parallelization in EMT simulations, leading to a speedup factor
up to 6 [17] and 40 [18] compared to conventional central
processing unit (CPU)-based simulations.

Meanwhile, as a user-configurable device capable of achiev-
ing inherent hardwired parallelism with pipelined architecture,
field programmable gate arrays (FPGAs) have been effectively
employed for hardware-in-the-loop-based real-time EMT sim-
ulations [19], [20], [21], [22]. Also, hybrid EMT and phasor
domain simulations have been investigated to reduce overall
computational costs [23], [24], [25]. In [26], an EMT simulation
platform, called CloudPSS, is introduced, which uses cloud ser-
vice and heterogeneous parallel computing to efficiently perform
EMT simulations.

High-performance computing (HPC) is another advanced
and promising technique for handling computationally intensive
power systems studies, such as contingency analysis, reliability
analysis, state estimation, and transient stability simulation.
With rich computing resources, multiple subtasks can be simul-
taneously processed with superior efficiency [27], [28]. Lever-
aging HPC clusters at the Pacific Northwest National Labora-
tory and the National Renewable Energy Laboratory (NREL),
transmission and distribution phasor-domain co-simulations of
large systems were performed and presented in [29] and [30],
respectively.

To efficiently simulate EMT dynamics of large-scale IBR-rich
power grids, the authors of this paper developed a Python-based
open-source EMT simulator, named ParaEMT, that can execute
parallel computations on HPC clusters [31]. ParaEMT employs
the conventional nodal formulation-based EMT simulation strat-
egy outlined in [32] and integrates the generic IBR model
detailed in [33] to emulate IBR-related dynamics.

To the best of the authors’ knowledge, this is the first work
on parallel EMT simulation of large-scale systems (e.g., with
240-10080 buses) leveraging the HPC clusters. Also, ParaEMT
is the first open-source EMT simulator for large-scale systems
that can be easily integrated with HPC clusters. Although multi-
ple commercial software, such as PSCAD, EMTP-ATP, EMTP-
RV, XTAP, OPAL-RT, and RTDS, are dominating the EMT
simulation, the Python-based simulator ParaEMT supplements
those tools by providing an open and transparent platform for
educational and research purposes. For example, users can mod-
ify the code to implement different parallel simulation strategies,
test performance of numerical approaches, and simulate dynam-
ics of user-defined models in the EMT domain on large-scale
systems.

The rest of this paper is organized as follows. Section II in-
troduces the simulation strategy, the developed element library,
and the utilized initialization approach of ParaEMT. Section III
presents the BBD matrix-based parallelization of the network
solution, and the natural decoupling-based parallelization of

the device state updates and network historical current updates
implemented in ParaEMT. Case studies conducted the reduced
240-bus (720-node) Western Electricity Coordinating Council
(WECC) system [34], [35] and a modified version of it that
features a 100% renewable energy penetration level in the Cal-
ifornia region are presented in Sections IV and V, respectively.
Section VI evaluates the time performance of ParaEMT on simu-
lating a large-scale, 10080-bus (30240-node) system, leveraging
the supercomputer Eagle at NREL. Finally, conclusions and
discussions are provided in Section VII.

II. INTRODUCTION OF THE OPEN-SOURCE EMT
SIMULATOR PARAEMT

A. Simulation Framework

To simulate the network generally represented by R-L-C cir-
cuits, different approaches have been developed in commercial
tools to formulate the network equation, including mainly the
traditional nodal formulation used in [32], the modified nodal
formulation utilized in SPICE [36], the modified augmented
nodal analysis employed in EMTP-RV [37], [38], and the sparse
tableau formulation adopted in XTAP [39].

The traditional nodal approach based on the trapezoidal rule
method is employed in ParaEMT. The differential equation of
any R-L-C circuit is discretized by the trapezoidal-rule method,
which is numerically A-stable. Subsequently, the original circuit
can be represented by an equivalent resistor and a historical
data-determined current source:

i(t) =
v(t)

Req
+ ihist(t−Δt)

ihist(t−Δt) = ai(t−Δt) + bv(t−Δt) (1)

Moreover, in ParaEMT, to mitigate undesired fictitious
numerical oscillations, artificial resistors Rp≈40L/(3Δt) and
Rs≈3Δt/(40C) are added in parallel/series with L/C, respec-
tively, while maintaining high simulation accuracy [40].

The coefficients corresponding to the companion circuits of
various types of network circuits are summarized in Table IV in
the appendix. Finally, based on the companion circuit represen-
tation, the network equation can be formulated with Kirchhoff’s
current law as a real-valued nodal equation:

Gv(t) = i(t) + ihist(t−Δt) (2)

where G is the network conductance matrix comprised of all
equivalent resistors, v(t) is the three-phase instantaneous nodal
voltage vector, i(t) is the three-phase instantaneous current in-
jection vector, and ihist(t-Δt) is the historical current vector of
the companion circuits [32], [41].

The simulation process is illustrated in Fig. 1. The three aqua
boxes include the tasks that are naturally decoupled for different
devices or network circuits. Instead, as marked in the purple box,
the network equation is coupled between different nodes unless
advanced techniques are taken to decouple it to some extent.

B. Element Library and Device Modeling

ParaEMT currently supports a variety of typical power system
devices, which are summarized in Table I [33], [34], [42].
Additional component models—such as grid-forming converter-
based resources, distributed parameter transmission lines, and
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Fig. 1. EMT simulation flowchart.

TABLE I
DEVICE MODELS FOR EMT SIMULATION IN PARAEMT

dynamic loads—can readily be incorporated to meet future
needs.

As an important nonlinear element, synchronous generators
typically need to be modeled and interfaced with the network
in a well-designed way for EMT simulations. Among mul-
tiple modeling and interfacing approaches presented in [43],
ParaEMT employed the qd machine model along with the
Thevenin prediction-based interfacing strategy [32], [43]. In this
model, the terminal voltages and currents of a machine at the next
time step are calculated based on linear extrapolation of rotor
speed ω, armature currents id and iq, armature flux linkages λd

and λq, and field winding voltage efd. Additionally, the averaged
constant resistance of the abc frame Thevenin equivalent circuits
are interfaced with the network, to avoid re-factorization of the
entire network G matrix at every time step. Interested readers can
refer to [32] and [43] for detailed derivations and illustrations.

Meanwhile, [43] shows that other machine models and inter-
facing techniques could provide better efficiency, accuracy, or
stability, and those can be incorporated into ParaEMT in future
development.

C. Simulation Initialization

Proper initialization is critical for attaining a normal operation
condition and saving simulation time for reaching a converged
steady state. Unlike the blocking and releasing method utilized
in PSCAD, ParaEMT initializes the system with a positive
sequence power flow solved by the Newton-Raphson method,
and then converts the voltages into three-phase waveforms fol-
lowing:

va = Vmag cos(Vang)

vb = Vmag cos(Vang − 2π/3)

vc = Vmag cos(Vang + 2π/3) (3)

where va, vb, and vc are three-phase voltages, and Vmag and
Vang are the magnitude and angle of positive sequence phasor
voltages. The same conversion strategy is applied to currents.

Because a fully automatic initialization does not exist yet, the
dynamic models, including synchronous generators, machine
controls, and IBRs, are initialized through pre-coded backward
propagation of variables following the control diagram equations
under initial conditions [6].

Currently, ParaEMT’s initialization considers balanced
steady state. Future work can be directed towards initialization
of distributed line models, un-transposed line models, and power
electronics with harmonics when those models are incorporated
[6], [44].

D. Process of Conducting EMT Simulations Using ParaEMT

To execute an EMT simulation in ParaEMT and save the
results, the following steps are followed:

1) Step 1. Initialize the System Power Flow: The pre-
established PSSE raw file of a system is loaded, after which
the power flow is calculated using the Python application pro-
gramming interface, and then the data is recorded as a JSON
source file.

2) Step 2. Run the Time Domain EMT Simulation: In this
step, the JSON file that contains the power flow information is
loaded, followed by the loading of dynamic parameters from a
preconfigured Excel file. Subsequently, the three-phase currents
and voltages of the network are initialized using phasor values
obtained from the power flow results, and state variables of IBRs
and synchronous generators, along with their controllers, are
also initialized.

Once the initialization is complete, the simulation is con-
ducted following the procedure presented in Fig. 1 for each time
step until a predefined simulation time length is reached.

3) Step 3. Save the Results: In the final step, the simulation
results of the network and devices are first saved as a pickle
file and then exported as Excel files, which are easy to read and
analyze.

Note that ParaEMT is a Python-based simulator, and Python
3.7 is recommended for optimal performance. Also, several in-
dispensable Python packages, such as NumPy and SciPy, are re-
quired. In addition, auxiliary features including down-sampling
and snapshot, which are widely implemented in existing EMT
simulators, are also incorporated in ParaEMT.

III. PARALLELIZATION OF EMT SIMULATIONS

It is widely recognized that a significant amount of time cost,
typically up to 80%–97% for large systems, in EMT simulations
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Fig. 2. Graph representation of the 240-bus WECC system. (a) Original
representation. (b) BBD representation.

is consumed by solving the network nodal equation [45], [46],
[47]. Traditionally, the LU decomposition of the sparse G matrix
has been used to solve the network nodal voltage vector, v,
through forward and backward substitutions; however, such a
sequential approach is not easily parallelizable, leading to a
bottleneck that limits the speed of EMT simulations. To tackle
this challenge and to speed up EMT simulations, ParaEMT
has incorporated parallel computations to take advantage of the
abundant computational resources that are now more readily
available. This is primarily achieved by using the BBD form
and block matrix LU decomposition of the G matrix for the
network solution, and by leveraging naturally decoupled updates
of device states, device current injection, and network historical
currents.

A. BBD Form of the Network Conductance Matrix

To efficiently parallelize the network solution, a graph rep-
resentation of the network is automatically obtained and par-
titioned into multiple subregions using the METIS software
package. Subsequently, each partition is internally reordered
using a nested dissection to reduce the number of nonzero
elements during the future LU factorization [13].

Taking the 240-bus WECC system as an example, as illus-
trated in Fig. 2, a graph representation of the original network
is shown on the left, and its BBD form with four partitions is
shown on the right.

The partitioning process ultimately transforms the network
conductance matrix into the BBD form, with n = m+1:

G =

⎡
⎢⎢⎢⎢⎣

G11 G1n

G22 G2n

· · · ...
Gmm Gmn

Gn1 Gn2 · · · Gnm Gnn

⎤
⎥⎥⎥⎥⎦

(4)

B. Parallelizing the Network Nodal Equation Solution

Based on the block matrix LU decomposition, which is
conducted before the time-loop simulation, the forward and
backward substitutions for solving the network equation can
be parallelized [13], as shown in Fig. 3, where y1, y2, …, yn are
intermediate variables. More details can be found in [13].

Through the utilization of the BBD form-based network par-
allel computation, ParaEMT has an automatic flexible control
over the number of zones for parallelism. In comparison, the

Fig. 3. Parallel EMT simulation strategy in ParaEMT.

number of zones for parallelization is limited in many propri-
etary software packages.

While the block LU factorization using the Schur comple-
ment, as well as the forward and backward substitutions de-
scribed in [13] were implemented in ParaEMT, the work in
[13] explored only on shared memory parallelism on a single
machine. In comparison, a distributed memory paradigm using
Message Passing Interface (MPI) [48] is exploited for EMT
simulation on HPC in this paper. This paradigm based on MPI
allows computations to be distributed across a computer network
while necessitating passing information between separate pro-
cesses, i.e., MPI ranks. Particularly, this design enabled us to use
multiple compute nodes on a high-performance supercomputer.

Specifically, the BBD matrix blocks of the network G matrix
are distributed to MPI ranks in a round-robin fashion [49] and
each LU factorization is computed in parallel. This is done prior
to the time loop and the factors are reused for each parallel
forward and backward substitution phase.

To access MPI in Python, the mpi4py package is utilized
[50]. This package wraps an existing MPI library and enables
the passing of arbitrary Python objects across MPI ranks. For
computing the LU factors and block matrix solutions in the
algorithm, the SuperLU solver [51] is implemented using the
SciPy package [52].

Additionally, the LU factors of the BBD matrix contain many
non-zeros which are small in magnitude, particularly in the
LU factors of the corner block. To increase simulation speed,
ParaEMT can drop those non-zeros with magnitudes below a
pre-defined threshold. This introduces negligibly small errors
into the simulation but can significantly decrease time cost for
the network solution.

In addition, although the BBD technique can partition the
network G matrix into an arbitrary number of blocks, it is
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Fig. 4. One-line diagram of the reduced 240-Bus WECC system divided into 8 zones.

not straightforward to know the exact number with the best
performance for a given system. In practice, for this work,
different numbers of partitions are tried for simulation of a
short time length, and the number of partitions that has the best
performance is then obtained through a time cost comparison.

C. Parallelizing the Update of Device States and Network
Historical Currents

Except the ability to leverage both shared and distributed
compute node to accelerate EMT simulations on HPC for the
network solution, ParaEMT can further improve computational
efficiency by effortlessly parallelizing natural independent tasks,
including critical simulation steps such as updating device cur-
rent injections, updating device states, and updating branch
historical currents, across components, as marked by aqua boxes
in Figs. 1 and 3.

To exploit this, the devices and branches are divided into
blocks and each MPI rank is assigned with one. The blocks are
created to be as equal in size as possible for better performance.
Each MPI rank computes the states and currents for the devices
and branches in its assigned blocks. Immediately before solving
the network nodal voltages, the current injections of devices and
historical currents of branches are synchronized across all MPI
ranks.

To reduce the computational time of the device states and
current updates, the Python Numba package [53] for just-in-
time (JIT) compilation of Python code is used in ParaEMT. This
allowed us to keep the readability of standard Python code while
getting similar computation time to the NumPy [54] vectorized
operations.

IV. CASE STUDY ON THE REDUCED 240-BUS WECC SYSTEM

To assess the accuracy and efficiency of ParaEMT against
commercial software, a case study is conducted in this section
using the dynamic model of the 240-bus WECC system devel-
oped in [35], which reflects the actual generation resource mix
in the year 2018 and has succeeded in system-level frequency
response validations against three recorded real events. A one-
line diagram of the 240-bus WECC system is presented in Fig. 4.
Basic information of the system with 20% total IBR capacity is
listed in Table II. Interested readers may refer to [34] and [35]
for more details.

A. Benchmark Against PSCAD on the 240-Bus WECC System

Without loss of generality, a disturbance is posted at t = 1
s by tripping the nuclear power generator at the Palo Verde
substation in the Arizona area, causing a power loss of 2.25
GW. The simulation duration is 15 s, and the time step is 50 μs.
Simulation results of the generator rotor speed, the generator
active power output, and the bus voltage magnitude provided by
ParaEMT are compared with those from PSCAD [34], as shown
in Figs. 5 –7.

Figs. 5–7 show that the ParaEMT simulation results align with
those of the PSCAD in terms of system-level dynamics. Minor
errors may arise from unpublished details of model implemen-
tations and automatic parameter corrections within commercial
tools.

B. Time Performance on the 240-Bus WECC System

Additionally, the time performance of ParaEMT on the 240-
bus WECC system is compared with that of PSCAD [34].
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TABLE II
BASIC INFORMATION OF THE 240-BUS WECC SYSTEM

Fig. 5. Validation of generator active power output simulation results.

Table III summarizes the time cost for a 1-second simulation
using a 50-μs time step. The developed PSCAD model is roughly
divided into eight subsystems of the same size connected by
distributed model transmission lines [34], as shown in the labeled
zones in Fig. 4. Hence, the tests are conducted using 1 or 8
CPU processor cores, i.e., with series or parallel computation.
Correspondingly, series simulation with 1 core and parallel
simulation with 8 cores are tested with ParaEMT for compari-
son.

Note that PSCAD can only run on Windows. Thus, for fair
comparisons, the tests are conducted on a Windows machine
equipped with two Intel Xeon(R) Platinum 8280 2.7-GHz CPUs
and 512-GB RAM.

Fig. 6. Validation of generator rotor frequency simulation results.

Fig. 7. Validation of bus voltage magnitude simulation results.

TABLE III
COMPARISON OF TIME COSTS ON THE 240-BUS WECC SYSTEM FOR A

1-SECOND SIMULATION USING A 50-µS TIME STEP
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Fig. 8. Maximum absolute error of parallel simulation on the 240-bus system.

As presented in Table III, ParaEMT has much smaller time
cost under series simulation, benefiting from utilization of the
JIT Numba compiler in Python [53], because the same simula-
tion run in ParaEMT with JIT Numba compiling disabled costs
752 seconds. However, because of the relatively modest size of
the 240-bus system and the inability of the BBD technique to
fully decouple the network, the required synchronization process
undermines the merit of parallelization, and thus ParaEMT does
not show a significant speedup under parallel simulation for this
system. In contrast, using the time delay caused by distributed
model transmission lines, PSCAD fully decoupled the network
and greatly improved the simulation efficiency through parallel
simulation.

Due to the above limitation of the BBD technique for parallel
simulation on a medium size system, the authors will incorporate
the distributed line model-based parallel simulation functional-
ity in our future work.

Nevertheless, the BBD technique is fully automatic and does
not require any manual process like that for PSCAD paral-
lelization, and it may have great potential for acceleration on
large-scale systems with thousands of buses or more.

C. Accuracy Validation of the Parallel Simulation

To validate accuracy of the implemented BBD-based paral-
lel simulation, the maximum absolute error of all three-phase
network voltages is calculated by comparing parallel simulation
results with series simulation results for each time step. The error
for a 5 s simulation is presented in Fig. 8.

As illustrated in Fig. 8, the maximum absolute error is below
4×10-12 pu, which is small enough to show that the parallel
simulation does not degrade the accuracy.

V. SIMULATING IBR-INDUCED FAST DYNAMICS ON A

MODIFIED 240-BUS WECC SYSTEM WITH 100% RENEWABLE

ENERGY IN THE CALIFORNIA REGION

In this section, the original 240-bus WECC system [35] is
modified by increasing the renewable energy penetration level
in the California region to 100%. On this modified system,
simulations conducted under disturbances did not show any
IBR-induced fast dynamics at first. Then, advanced power and
frequency controls in IBR REPC-A models are enabled [33],
with the reactive power proportional-integral (PI) control pro-
portional gain, the reactive power PI control integral gain, and

Fig. 9. Simulation results of the generator active power on the modified 240-
bus system with 100% renewable energy in the California region.

Fig. 10. Simulation results of the bus voltage magnitude on the modified 240-
bus system with 100% renewable energy in the California region.

the droop for frequency control set at 18, 5, and 3%, respec-
tively [33]. The ParaEMT simulation captures an unstable mode
induced by IBRs.

Figs. 9 and 10 show the system response simulated by
ParaEMT when tripping the coal plant at Bus 1032 in the New
Mexico region, which has a power output of 693 MW.

As can be observed, ParaEMT captured 5.7 Hz oscillations
induced by IBR controllers among IBRs at different locations,
and the oscillations can be observed in both bus voltages and
active power outputs. To notice, the 5.7 Hz oscillation can
be observed before the disturbance, the reason is that EMT
simulations do not start directly from perfect stable conditions
and need to run through initial transients before reaching the
steady state, and such initial transients could excite inherent
unstable modes.

Hence, these case studies validate that ParaEMT can cap-
ture both the slow electromechanical dynamics and fast sub-
synchronous dynamics in IBR-rich grids.

VI. PARALLEL EMT SIMULATION LEVERAGING HPC

In this section, to investigate the performance of ParaEMT
on handling large-scale system simulations, the efficiency of
ParaEMT leveraging HPC is studied on a synthetic, large-scale,
10080-bus system created by connecting 6×7 replications of the
240-bus WECC system as a large array through newly added
transmission lines between neighboring replications [47], as
shown in Fig. 11.

The Eagle supercomputer at NREL is set as the HPC platform
for the simulation tests. As a cluster comprising 2618 compute
nodes connected by a high-speed, 100-Gb/s EDR InfiniBand
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Fig. 11. Synthetic, large-scale, 10080-bus system created by connecting 6×7
replications of the 240-bus WECC system.

Fig. 12. Simulation speedup under 1–84 partitions with 1–84 ranks.

network, Eagle is configured to run computationally intensive
and parallel computing jobs on the Linux operating system [55].

To comprehensively investigate the performance of ParaEMT
parallel simulations, a series of case studies was conducted with
varying numbers of network partitions and HPC MPI ranks. The
simulation speedup results are summarized in Fig. 12.

As shown in Fig. 12, when the simulation is performed with
only 1 MPI rank, no speedup is achieved because the simulation
is conducted in a serial manner without parallelization, regard-
less of the number of partitions. As more MPI ranks are used
for the parallel simulations, the simulation speedup generally
gradually increases before saturating.

The number of network partitions also has a significant impact
on the performance. When 42 network partitions are employed,
a maximum speedup of 36 is achieved. Generally, a speedup of
approximately 25 to 35 can be achieved when the number of
partitions is between 25 and 45.

Additionally, for the network solution, using more MPI ranks
than the number of network partitions will not accelerate the
computation at all. However, updating device states, device
current injections, and branch historical currents may benefit
from additional MPI ranks since these tasks have been fully
decoupled. This explains why we see additional speed up when
using more MPI ranks than partitions.

Moreover, Fig. 13 presents the average time cost required
for simulating 1 s EMT dynamics using a 50-μs time step.
When 28–48 network partitions are used, the simulation

Fig. 13. Time cost for 1 s simulation under 1–84 partitions with 1–84 ranks.

Fig. 14. Time cost fraction of sub-tasks under 1–84 partitions with 84 ranks.

cost is only approximately 130 to 200 s, which is signifi-
cantly less than the 5200 s required for a non-parallelized
simulation.

Fig. 14 shows the time cost fraction of the main sub-
tasks when 84 MPI ranks are used. The results indicate that
the network solution takes more than 60% of the overall
computation time and is the major limitation in achieving
greater speedups. The update of historical currents takes a
very low portion because the involved computation is relatively
simple.

In both Figs. 13 and 14, it can be observed that the simulation
time cost is saturated and may even go up when the number of
partitions is increased beyond approximately 42, regardless of
the number of MPI ranks used. This is because the number of
non-zeros in the BBD corner matrix increases with dimension
of the corner matrix, and with the number of partitions, as
shown in Fig. 15. With the increase of non-zeros in this corner
matrix, the computational cost of the synchronization process
within the BBD-based parallelization increases, and eventually
undermines the benefits brought by parallel simulation. This
phenomenon also explains the unusually good results for 42
partitions.

Fig. 16 demonstrates the simulation speedup of the main
subwork. As shown, the naturally decoupled tasks—including
update of device states, update of device current injections, and
update of branch historical currents—could achieve very large
speedups. Also, the speedup of the network solution reaches its
maximum value of approximately 20 and then becomes almost
saturated. This underscores the importance of addressing the
network solution as a bottleneck in EMT simulations that limits
their speed.
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Fig. 15. Information of BBD corner matrix under 1–84 network partitions.

Fig. 16. Speedup of subtasks under 42 partitions with 1–84 ranks.

Another practical problem is how to address the impact of
saving and outputting a substantial volume of data. Obviously,
this increases the overall time costs. This problem is not well
considered in this work because our primary purpose was to
establish the computational scalability of the algorithms. As
such, the implementation of saving results in ParaEMT is rather
straightforward by syncing the necessary data to a single MPI
rank which writes out the results at the end of the run. The
dominant cost of this is writing the files to a disk at the end
of the simulation. This can be improved in future develop-
ment using HPC oriented packages which allow parallel in-
put/output operations, such as H5py [56], which is a Python
package that uses MPI to handle writing terabytes of data.
Such a solution would remove the need to sync the data to a
single MPI rank while also enabling checkpointing of long-time
simulations.

VII. CONCLUSION

This paper developed an open-source, parallelizable, and
HPC-compatible EMT simulator, ParaEMT, that incorporates
several common power system models for simulating the EMT
dynamics of large-scale IBR-rich power grids. The accuracy
of ParaEMT is validated through case studies on the 240-bus
WECC system against the commercial software PSCAD. A
100% renewable energy case in the California region has been
developed and corroborates that ParaEMT is capable of captur-
ing both slow electromechanical dynamics and fast electromag-
netic dynamics.

Decomposing and parallelizing network solutions based on
the BBD matrix formulation as well as parallelizing updates of
device states and historical currents are enabled in ParaEMT
to improve the simulation efficiency. Tests on NREL’s HPC

Eagle demonstrate significant speedups by factors of 25–36 on
a synthetic 10080-bus system.

Future work will focus on: (1) improving the efficiency of
the parallel network solution by investigating approaches to
minimize the total number of nonzero elements in the LU
matrices; (2) incorporating more detailed grid-following and
grid-forming IBR models for EMT studies; (3) implementing
more fault modeling in addition to the existing generator loss and
control reference step changes; (4) implementing the parallel
simulation strategy based on network decoupling using dis-
tributed model transmission lines; (5) improving efficiency for
saving and outputting a substantial volume of data. In addition,
as an open-source tool, any suggestions and bug reports about
ParaEMT are welcome.

VIII. CODE AVAILABILITY

The parallelizable and HPC-compatible EMT simulator,
ParaEMT, developed and used in the current study is available
in GitHub:

http://github.com/NREL/ParaEMT_public
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