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ABSTRACT
The holomorphic embedding method (HEM) stands as a mathematical technique renowned for its favorable convergence properties
when resolving algebraic systems involving complex variables. The key idea behind the HEM is to convert the task of solving complex
algebraic equations into a series expansion involving one or multiple embedded complex variables. This transformation empowers
the utilization of complex analysis tools to tackle the original problem effectively. Since the 2010s, the HEM has been applied to
steady-state and dynamic problems in power systems and has shown superior convergence and robustness compared to traditional
numerical methods. This paper provides a comprehensive review on the diverse applications of the HEM and its variants reported
by the literature in the past decade. The paper discusses both the strengths and limitations of these HEMs and provides guidelines
for practical applications. It also outlines the challenges and potential directions for future research in this field.

KEYWORDS
Holomorphic embedding method, power flow, polynomial solutions, nonlinear algebraic equations, differential equations.

 

Electric  power  systems  are  undergoing  an  architectural
transformation towards an efficient, sustainable grid. A high-
penetration  renewable  and  inverter-based-resources  (IBRs)

dominated  system  will  induce  severe  operational  challenges  for
both steady-state and dynamics analysis. However, the deployment
of information,  communication,  and  computing  advanced  tech-
nologies  evolves  traditional  power  systems  towards  smart  grids
and  could  offer  an  opportunity  to  overcome  these  challenges
through  real-time  reactions  and  online  assessment.  Power  flow
analysis, commonly referred to as load flow analysis, constitutes a
fundamental cornerstone in power system studies. It plays a crucial
role  in  the  domains  of  power  system  planning,  operation,  and
design, which is used to determine the steady-state operating con-
ditions of a power system, providing information about the voltage
magnitudes,  phase  angles,  and  power  throughout  the  network.
The  predominant  power  flow  computational  methods  primarily
rely  on  iterative  approaches,  including  Newton−Raphson (NR)[1],
fast−decoupled  (FD)[2] Newton,  Gauss−Seidel  (GS)[3],  and  various
other  NR-based  variants.  Similar  to  other  iterative  techniques,
those approaches also encounter challenges like slow convergence
rates or divergence, which continue to be important issues, more-
over, the emergence of new control devices, IBRs, and heavy-load
conditions  could  further  exacerbate  these  issues,  creating  urgent
needs to develop fast and robust power flow algorithms. Also, the
increase  in  solar  energy,  wind  power,  energy  storage  resources,
and  upgrading  infrastructures  has  driven  the  system  toward  the
voltage  stability  boundary,  and  how  to  assess  voltage  stability
online  becomes  a  common  concern.  Traditionally  continuation
power  flow  (CPF)[4] is  utilized  to  estimate  the  margin  of  voltage
stability.  By  employing  an  iterative  predictor-corrector  scheme,
the CPF method effectively retains the nonlinear characteristics of
power  flow  analysis  and  addresses  the  issue  of  singularities  by
incrementally  increasing  the  system  load,  gradually  approaching
the  maximum  loading  point  (nose  point).  Despite  its  success,
CPF’s  primary  drawback  lies  in  its  substantial  computational
complexity,  making  it  less  suitable  for  real-time  online
applications[5].  This  requires  a  urgent  powerful  new  algorithm  to
assess voltage stability online with enough robustness and enjoyable

speed.  Furthermore,  dynamic  performance  is  a  critical  aspect  of
power  systems  since  it  refers  to  the  system’s  behavior  and
response  during  transient  events —such  as  faults,  switching
operations,  sudden  load,  or  generation  changes.  These
dynamics hold critical implications for evaluating system sta-
bility,  voltage  and  frequency  regulation,  the  integration  of
renewable  energy  sources,  power  quality,  and  the  design  of
protection  systems.  For  a  complex  power  system,  which  is
often  modeled  by  differential  algebraic  equations  (DAEs)  or
ordinary  differential  equations  (ODEs),  an  integration
scheme such as the Runge−Kutta method cooperating with NR
or GS is  utilized to solve  the dynamics  of  the system.  Compared
with  the  steady-state  problem,  time-domain  simulation  is  much
more time-consuming and also suffers divergence issues especially
in  DAEs.  To  overcome  those  challenges  induced  by  traditional
numerical  computational  methods,  the  holomorphic  embedding
method (HEM) is proposed initially to solve steady-state problems
such  as  power  flow  computations[6−9],  voltage  security
assessments[10–12],  transfer  capacity  analysis[13],  contingency
analysis[14,15],  network  reductions[16,17],  control  strategy  design[18–20]

and  optimal  power  flow[21,22] due  to  satisfying  convergence  rate,
efficient and robust properties, and non-iterative feature, and later
is  extended  to  accelerate  dynamic  simulations[23,24].  To  further
investigate  the  value  of  the  HEM  in  power  system  analysis,  it  is
very  important  to  summarize  present  related  research  and  then
give a direction for future research. This paper will introduce various
HEM  algorithms,  provide  examples  of  applying  the  HEMs  to
power  systems,  and  discuss  critical  issues  in  their  application.  In
conducting the literature review for this study, we have considered
publications  in  the  past  decade.  This  period is  chosen to  capture
the most recent developments of HEM in the field. The databases
utilized for  the  literature  search  include  IEEE Xplore,  ScienceDi-
rect, Google Scholar, and the arXiv preprint server. These platforms
are selected for their comprehensive coverage of scholarly articles
and conference papers  related to the specific  topic under investi-
gation.  The search terms used included holomorphic embedding
method,  power  flow,  polynomial  solutions,  nonlinear  algebraic
equations,  and  differential  equations.  This  literature  review  aims 
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to  present  a  comprehensive  overview  of  relevant  studies  and
developments  within  the  defined  timeframe  and  from  reputable
academic sources. The main contributions of this paper are listed
below.
(1)      This paper offers a comprehensive and structured overview

of  the  HEM,  covering  fundamental  concepts,  theoretical
foundations, convergence properties, and cutting-edge HEM
techniques.

(2)      Several key applications such as power flow analysis in various
systems,  voltage  stability  analysis,  and  dynamic  simulations
are selected to illustrate the overall procedure of applying the
HEMs to the control and assessment of power systems.

(3)      In-depth, this  paper  discusses  the  critical  challenges,  bene-
fits, limitations, and future directions for applying the HEMs
to power system problems.

The rest of the paper is organized as follows. Section 1 reviews
the necessary algorithms and theoretical properties of the original
HEM,  and  some  basic  implementations  of  the  HEM  for  solving
power flow, besides, two variants of the HEM are also introduced.
Section  2  reviews  the  state-of-the-art  applications  utilizing  the
HEMs  for  steady-state  problems  such  as  power  flow  analysis  in
AC/DC systems  and  distribution  systems.  Furthermore,  applica-
tions of the HEMs are also reviewed for voltage stability assessment
and transient stability problems in Section 3. Some necessary clar-
ifications and discussions of the HEMs are summarized in Section
4. Finally, the conclusion is drawn in Section 5.

1    Introduction of the HEM

1.1    Basics of the HEM using a non-physical germ

N
Np Nv Ns

In  this  section,  the  essential  steps  for  employing  the  HEM  to
address  the  power  flow  problem  are  comprehensively  outlined.
Let’s consider an -bus system comprising PQ, PV buses, and the
swing bus, identified respectively as , , and . The classical
power flow equations could be expressed as

N

∑
k=1

YikVk = S∗i /V∗
i ,∀i ∈ Np Pi = Re

(
Vi

N

∑
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Y∗
ikV∗

k

)
,∀i ∈ Nv
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i |
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Si Vi ∈ C i |Vsp
i |

i VSL
i

i

s ∈ C
s= 0

where  denotes  the  admittance  matrix,  the  injection
power  is , ,  represents  the  conjugate
of ,  is  the  voltage  at  bus ,  denotes  the  specified
voltage  magnitude  at  a  PV  bus  and  denotes  the  voltage
magnitude at the slack bus . In general, Eq. (1) is highly nonlin-
ear, typically solved by iterative solvers like the NR method and its
variants.  The  foundational  concept  of  the  HEM  revolves  around
the idea of not directly solving the original system Eq. (1). Instead,
a  new  embedded  system  is  created  by  introducing  an  extra
embedding variable . This construction builds an easy solution
under  specific  circumstances  (e.g.,  when ).  The  embedding
system associated with Eq. (1) is represented in Ref. [7] as follows:

N

∑
k=1

Yik,transVk(s) =
sS∗i

V∗
i (s∗)

− sYi,shuntVi(s),∀i ∈ Np

Vi(s)×V∗
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|Vi,sp|2− 1

)
,∀i ∈ Nv
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− sYi,shuntVi(s),∀i ∈ Nv
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Y Qi
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s= 1

V(s)
V∗ V∗(s∗) V∗(s)

where  denotes  the  embedded  complex  variable,  and
 represent  the  series-branch  and  shunt  components  of  the

admittance  matrix ,  respectively.  Additionally,  stands  for
reactive  power.  It  is  important  to  highlight  that  as  an  effective
embedded  system,  Eq.  (2)  must  satisfy  two  essential  conditions.
First,  at  the  reference  state ,  the  embedded  system  Eq.  (2)
should have at least one straightforward trivial solution(e.g., zero-
current  injection  solution:  and ,
which is  also called germ[6]).  Second,  at  the target  state ,  the
solution of  Eq.  (2)  should  correspond  to  the  desired  solu-
tion—namely, the solution of the original system Eq. (1). It is
noteworthy that, to uphold the  holomorphic, its conjugate

 is distinctly defined as , rather than . This distinction
arises from the fact that the former adheres to the Cauchy−Riemann
equations, while the latter does not, as explained comprehensively
in Ref. [25] within the context of a conventional HEM-based load
flow calculation.

Vi(s)The  next  step  will  be  representing  solutions  in  a  power
series  form.  The  definition  of  holomorphic  property  is  given
below.

V
s ∈ Ω ⊆ C

Theorem  (holomorphic  property[9]) A  complex  function  is
holomorphic at a point  if the following limit exists,

V′(s) = lim
h∈C,h→0

[V(s+h)−V(s)]/h,

h ∈ C h ̸= 0, s+h ∈ Ωwhere  with .
f

Ω Ω

s
s= 1

Vi(s) i
s= 0
s= 0 V∗(s∗)

In particular, a complex function  is said to be holomorphic in
 if it is holomorphic at every point in . An embedded system

is  called  holomorphic  if  the  solution  functions  to  the  embedded
system  are  holomorphic  in .  Benefiting  from  the  holomorphic
complex  analytic  property,  the  actual  solution  (at )  can  be
effectively attained as a power series centered around the reference
easy  solution.  Suppose  is  holomorphic  for  all  in a  neigh-
borhood of , then there is a converged power series expansion
centered at  as well as [26], i.e.,

Vi(s) =
∞

∑
q=0

Vi[q]sq,

V∗
i (s∗) =

∞

∑
q=0

V∗
i [q]sq,

(3)

Vi[q] q Vi

Vi[q] K
V [V,W]⊤

Wi(s) = 1/Vi(s) Vi[q] Wi[q]
0 K

where  denotes  the -th  order  coefficient  of ,  practically,
the  computation  of  up  to  a  specified  order  requires  a
rearrangement  of  the  solution  of  Eq.  (1)  from  to ,
where . Then, both  and  can be solved
in a recursive manner, from  to the fixed order . The procedure
can be expressed as

Ax[q+ 1] = b[q], q= 0, ...,K, (4)

x= [V,W]⊤

q A b[q]
q
A b[q]

A b[q] Vi[q]
K Vi(s)≈ ∑K

q=0Vi[q]sq
K

s= 1

where  is the vector composed of coefficients of solu-
tions with order  and  is the transfer matrix, and  is related
with order . For the sake of simplicity, the detailed construction
process of  and  is not presented here. Comprehensive and
systematic explanations of this construction can be found in refer-
ences such as [7, 9, 27]. Note that for a model different from Eq.
(1),  and  are different. Upon calculating  up to a specific
order ,  the  solution  is  approximated  as .
Considering  is  always finite in practice,  the truncation error is
inevitable,  and  the  target  variable  might  not  always  fall
within  the  convergence  domain.  Consequently,  the  next  step
involves  employing  rational  approximants,  such  as  the  Padé
approximant[7,27], to achieve enhanced approximations within, and
sometimes  even  beyond,  the  original  convergence  radius.  For

A review on applications of holomorphic embedding methods REVIEW

 

iEnergy | VOL 2 | December 2023 | 264–274 265



Vi(s) in the form of Eq. (3), a corresponding Padé approximant is
an  algebraic  fraction  where  both  the  denominator  and  the
numerator are polynomials, i.e.,

[m/n]i(s) =
ak0+ak1s+ · · ·+aimsm

bi0+bi1s+ · · ·+bin(s)n
, (5)

m n
akq

bkq

m n

where the integers  and  represent the degrees of the numerator
and  denominator  polynomials,  respectively.  Coefficients  and

 are  candidate  coefficients,  which  can  be  computed  using
Viskovatov’s method[28] or by solving a linear equation formulated
based on Eq. (3)[9, 29]. Through a thoughtful selection of  and , it
becomes possible to enhance the truncation error’s order compared
to the original series Eq. (3):

∞

∑
q=0

Vi[q]sq −
K

∑
q=0

Vi[q]sq = O(sK+1) ,
∞

∑
q=0

Vi[q]sq − [m/n]k(s) = O(sm+n+1) .
(6)

s= 1

Vi(s)≈ [m/n]i(s) i
Vi(s) ε

ε
Vi(s)

It is worthwhile to mention that the sequence of near-to-diagonal
Padé approximants converges to the maximal analytic continuation
of the corresponding power series Eq. (3),  its  value is  guaranteed
to be the high-voltage solution for the aforementioned embedding
system  Eq.  (2),  for  within  the  function’s  extremal  domain,
under  the  condition  that  Stahl’s  theorem[30, 31] are  satisfied.  This
statement is mostly used in the literature. It will be explained later
this statement is correct theoretically, but it does not mean diver-
gence can not happen theoretically in the whole function domain.
This requires a better understanding of the original statement. The
final  step  will  be  the  evaluation  of  the  result.  With

 for all  in mind, the mismatch of Eq. (1) can be
calculated using  and a termination criterion can be set as ,
i.e.,  when  the  norm  of  mismatch  is  less  than ,  the  power  flow
solution is obtained, otherwise, recalculate  by a higher order
approximation  with  more  power  series  and  recalculate  Padé
approximation until the criterion is satisfied.

1.2    Fast and flexible holomorphic embedding method

s= 0

Most of the previously mentioned steps build upon the foundational
HEM for the classical power flow model from Refs. [6, 32]. Some
papers focus  on  the  exploration  and  proposition  of  new  funda-
mental  HEMs, distinct from Refs.  [6, 32].  In this  section and the
next section, two comprehensive variants of the original HEM: the
fast and flexible holomorphic embedding method (FFHEM)[9], and
the  multi-dimensional  holomorphic  embedding  method
(MDHEM)[8] would  be  introduced.  A  notable  characteristic  of
FFHEM is that the proposed new embedded systems don’t neces-
sarily require a flat start or a zero-current injection point but any
point except 0 as the reference germ solution at . With original
embedded systems (2) in mind, new systems proposed by Ref. [9]
are

V∗
i (s∗)∑kYikVk(s) = c∗i ∑kYikck+ s(S∗i − c∗i ∑kYikck) ,

Vi(s)V∗
i (s∗) = cic∗i + s

(
|Vi,sp|2− ci · c∗i

)
,

V∗
i (s∗)∑kYikVk(s)+Vi(s)∑kY∗

ikV∗
k (s∗) = c∗i ∑kYikck

+ciΣkY∗
ikc∗k + s [2Pi− (c∗i ∑kYikck + ci ∑kY∗

ikc∗k)] ,

(7)

Σk ∑N
k=1 ci ∈ C\{0}

s= 0
s= 1

Vi(0) = ci
s= 0

where  denotes ,  is  a  constant.  Notice that  the
first equation of Eq. (7) corresponds to PQ buses, and the last two
correspond to PV buses, with the reference state at  and the
target  state  at .  One  can  check  two  conditions  mentioned
before in Section 1 are satisfied, i.e.,  is a solution for Eq.
(7) at ,  and specifically, the embedded equation of slack bus

Vi(s) = VSL
i ,∀i ∈ Ns s ∈ C

Vi(0) = ci (note ci = VSL
i ,∀i ∈ Ns)

0

s= 0

ε = 1.0× 10−10

is , for all . The germ solution of Eq. (7),
,  is  compatible  to  any  solution

except .  This  aspect  offers  the  advantage  of  designing a  specific
initial  starting  point,  based  on  the  solution  of  Eq.  (1).  Examples
include  warm  starts,  cold  starts,  solutions  derived  from  a  DC
power flow, and an outcome from traditional power flow solvers
like  NR,  FD,  or  any  intelligent  start  at .  Results  in  Refs.  [7,
33] have demonstrated that, while constrained by the fixed initial
point in Eq. (2), more than 100 terms in the expansion Eq. (3) are
often  necessary  to  calculate  a  desired  solution  using  rational
approximants  for  certain  cases,  even  with .  While
with the incorporation of iterative methods, an approximately 20-
fold acceleration can be achieved when compared to the original
HEM,  without  compromising  accuracy[9].  This  enhancement
places  the  overall  performance  of  FFHEM  on  par  with  NR  and
FD  methods.  Moreover,  Ref.  [9]  introduces  the  GS-assisted
FFHEM and the FD-assisted FFHEM.

Another  innovation  of  FFHEM  is  its  algorithm  for  Padé
approximants calculation. The rational approximant is defined as

[m/n](s) = det(P[m/n](s)) /det(Q[m/n](s)) ,

P[m/n](s) Q[m/n](s) Vi[q]
s= 1

where “det” denotes  the  determinant  of  a  matrix,  and  matrices
 and  are decided by the power series terms 

in Eq. (3) This approximation can be further evaluated at  as
shown in Ref. [9]:

[m/n](1) = det(Ψ(P[m/n])(1)) /det(Ψ(Q[m/n])(1)) , (8)

Ψ
[m/n](s)

[m/n](1)
akq bkq

where  represents a full-rank pre-conditioner linear map. Mostly
detailed closed analytical form of Eq. (5)  is not interested,
only  is  required,  Ref.  [9]  directly  computes  a  ratio  of
matrix determinants without calculating all coefficients  and 
of the Padé approximant. Results from Ref. [9] demonstrated that
this proposed approximation algorithm offers faster performance
compared to Eq. (5).

ck

There are  several  following  papers  under  this  FFHEM  frame-
work,  specifically,  theoretical  properties  such as  the  holomorphic
and conjugate properties[5], the algebraic property[33] are investigated
based  on  the  frame  of  FFHEM,  also,  some  applications  research
such as modeling of static synchronous series compensator (SSSC)
and interline power flow controller (IPFC) in power flow[34], FFH-
HEM-based  energy  flow  in  integrated  system[35] and  large-scale
power system voltage stability[12] also utilize FFHEM instead of the
original  HEM.  The  numerical  convergence  of  FFHEM  is  also
compared with NR and GS methods in Ref.  [36],  and a practical
domain of reference state solution  is proposed to achieve a better
convergence.

1.3    Multi-dimensional holomorphic embedding method using
a physical germ
In Ref. [8], a physical germ solution is first defined. The procedure
for  finding the  physical  germ solution is  shown in Figure  1.  The
concept of a physical germ solution introduces an original reference
point within the solution space,  representing an operational  state
with a physical  meaning (different from the virtual  germ used in
the HEM). In essence, any power flow solution can be conceptu-
alized  as  a  physical  germ  solution.  Specifically,  in  MDHEM,  the
physical  germ  solution  corresponds  to  an  operating  state  where
each  load  bus  (PQ  bus)  carries  neither  load  nor  generation,  and
each  generator  bus  (PV  bus)  maintains  a  specified  active  power
output,  with  the  reactive  power  output  adjusted  to  regulate  the
voltage magnitude to a predetermined value, i.e., point B in Figures
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1(a) and 1(b). While alternative germ solutions are acceptable, this
particular  physical  germ  solution  offers  two  advantages.  First,  it
characterizes  a  scenario  devoid of  any load at  PQ buses.  Second,
the embedded variables  can depict physical loading scales, ranging
from zero and expansible throughout the entire solution space. To
systematically solve the physical germ solution, i.e., point B in Figure
1, a two-stage algorithm is proposed in Ref.  [8].  The first stage is
to  calculate  point  A for  PV and PQ buses,  assuming zero power
injects from all PQ and PV buses and initial values of all bus voltages
can  be  determined,  using  Eqs.  (15)−(16)  in  Ref.  [8].  The  second
stage  assumes  the  injected  reactive  power  as  a  function  of ,
denoted as , for each PV bus . Then this stage enables
the  user  to  manipulate  the  voltage  magnitude,  directing  it  from
the  initial  voltage  towards  the  desired  voltage,  which  involves
solving  Eqs.  (12)−(14)  in  Ref.  [8].  The  process  is  illustrated  by
finding  point  B  in Figure  1.  Simultaneously,  the  active  power  of
each PV bus is regulated to a specified value, which is denoted as

 in Figure 1(a). The newly proposed HEM initiates by identifying
the proposed physical germ solution (point B), which can serve as
the initial guess in the solution space, in contrast to a non-physical
solution as in Eq. (2). It allows the HEM to extend from the physical
germ solution while attributing physical meanings to the embedded
variables ,  such  as  controlling  the  loading  levels  of  load  buses
through loading scales. This special feature enhances the robustness
of  the  HEM  as  any  solution  at  is  meaningful  and  could
cooperate with other methods such as multi-stage strategy[37]. Also,
the  original  HEM embeds  one  dimension  into  the  power  flow
equations, making the solution a single-dimensional power series.
One drawback is that all loads in the system are uniformly scaled
at  the  same  rate,  without  different  ratios.  As  a  result,  it  cannot
cover all operating conditions. To address this limitation, Ref. [38]
considers  a  bi-variate  HEM,  and  Ref.  [8]  finally  generalizes  the
HEM  as  a  multi-dimension  approach,  expanding  as  a  multi-
variable function as

Vi (s1, s2, · · · , sj, · · · , sD)

=
∞

∑
nD=0

· · ·
∞

∑
nj=0

· · ·
∞

∑
n1=0

V [n1, · · · ,nj, · · · ,nD]× sn11 · · · s
nj
j · · · snDD ,

=Vi[0,0, · · · ,0︸ ︷︷ ︸
D

]+Vi[1,0, · · · ,0]s1+Vi[0, 1, · · · ,0]

× s2+ · · ·+Vi[2,0, · · · ,0]s21 +Vi[1, 1, · · · ,0]
× s1s2 +Vi[0,2 · · · ,0]s22 + · · ·

s1, ..., sD s
D sj

where  are embedded variables similar to  in the original
HEM,  is  the dimension,  and each  governs the scale  level  of
the  injected  active  or  reactive  power,  independently  controlling
either individual loads or groups of loads. MDHEM tries to track
solutions  of  embedded  systems  along  a  path  that  has  physical
meanings, starting from a point exactly at the PV curve instead of
the germ solution of the original HEM, this is similar to Ref. [10].
The corresponding properties  such as  scale  invariance,  holomor-

phy, and reflection condition are verified, and the recursive equa-
tions  involving  multi-dimensional  discrete  convolutions  are
derived,  followed  by  the  application  of  a  multi-Padé  approxima-
tion[8]. The result has shown that MDHEM can screen power flow
solutions faster than the NR method(1.04 s vs 24.1 s, Case 1, 4-bus
system). Several papers have adopted the MDHEM instead of the
original  HEM. For instance,  Liu et  al.  consider  a  novel  analytical
probabilistic power  flow  approach  employing  MDHEM  to  con-
struct  an explicit,  analytical  power flow solution in the form of  a
multivariate power series, allowing specific power injections to be
modeled as random inputs[39]. Ref. [40] introduces a multi-variable
V−Q sensitivity  method  for  voltage  stability  based  on  MDHEM,
effectively avoiding repetitive power flow calculations. Also, a new
interval  power  flow  model  is  proposed  based  on  MDHEM,  in
which embedded variables represent {renewable energy uncertain
parameters}  in  different  zones[41].  Similarly,  they  derive  a  multi-
variable  analytical  calculation  method  for  energy  flow  in  natural
gas  systems  using  MDHEM[42].  An  MDHEM-based  power  flow
approach for active distribution networks is also proposed, which
is well-suited for multi-scenario analysis[43]. Moreover, MDHEM is
applied to the power flow analysis of HVDC systems, dividing the
system into typical regions, where each embedding variable char-
acterizes the uncertain generation/load of the respective region[13].
Lastly,  an  analytical  expression  of  the  static  voltage  stability
boundary using MDHEM is derived in Ref. [44]. In summary, the
Table  1 compares  different  HEMs  from  different  perspectives.
Note  that  here  multi-stage  HEM  method  (MSHEM)  will  be
explained later.

2    Applications for power flow analysis

2.1    Motivation
The  HEM  was  first  proposed  to  solve  power  flow  by  Trias  in
2012[6], in which only pure PQ buses were considered. The moti-
vation  is  that  traditional  iterative  methods  such  as  GS,  NR,  and
FD struggle to ensure convergence, particularly when confronting
heavy  load  conditions.  Even  convergence  is  achieved,  for  a
complex-variable  problem,  numerous  potential  solutions  exist,
and it is impossible to control to which the method will converge.
The presence of Newton fractal has already been found in power
flow  computations,  which  means  that  iterative  methods  that
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Fig. 1    The procedure for finding the physical germ solution.

 

Table 1    Summary of holomorphic embedding methods

Method Germ solution Number of
dimensions Special features Test systems References

HEM Virtual germ 1 (s) Free of iterations, strong convergence 3120-bus system Refs. [7, 25]

FFHEM Any non-zero point as
reference germ 1 (s) No flat start required, numerical methods-assisted,

novel PAs computations. 70k-bus system Refs. [5, 9, 12, 33,
35, 36]

MDHEM Physical germ (point B) D (sD) A general form of the HEM, multi-operation conditions 2383-bus system Refs. [8, 10, 13,
39–41, 43, 44]

MSHEM Physical germ (point B) 1 (s) Multi-stage calculations, high precision 2383-bus system Refs. [24, 37, 45]
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attempt  to  locate  a  particular  solution  by  initializing  guesses,
might ultimately converge towards entirely different solutions[6, 46].
Those issues can be partially fixed by selecting a good initial con-
dition, however, designing a systematic strategy for selecting suit-
able initial  guesses  for  arbitrary  load  scenarios  remains  challeng-
ing. Some efforts have been made to improve the quality of initial
guess[46, 47], but success is not guaranteed. As mentioned by Ref. [6],
different from iterative methods, the HEM possesses the ability to
produce the  correct  solution  when  it  exists,  establishing  a  deter-
ministic and  robust  way  to  solve  physical  power  flows.  This  dis-
tinctive characteristic not only facilitates reliable, real-time, intelli-
gent applications but also offers fresh perspectives for power flow
computations.

2.2    Considering voltage magnitude constraints

V̄i(s) S̄i(s)
Vi(s) Si(s)

Vi(s) Vr s= 0
V̄i(s) = (Vi (s∗))

∗ s= 1 S̄i(s) ̸= (Si (s∗))
∗ i ∈ Nv

s= 1

Different from the method proposed in Ref. [6] which only deals
with  PQ  buses,  several  papers  have  explored  the  derivation  of
embedding  equations  of  voltage  magnitude  constraints,  i.e.,  PV
buses. It is important to acknowledge that these embedding equa-
tions are  not  unique.  Among the various formulations,  one such
representation is Eq. (2). In Ref. [48], a novel approach is introduced
to  embed  the  AC  power  flow  problem  with  voltage  magnitude
constraints, i.e., PV buses. This is achieved through the introduction
of additional analytic functions  and  that are independent
of  and ,  respectively.  Additional  embedded  equations
are incorporated from Eqs. 18(a)–18(d) in Ref. [48] to ensure that

 possesses  the  reference  solution  at  and  enforce
 at . Similarly,  for all 

except at . Note that another type embedded forms demon-
strated in Eq. (2), which is frequently employed embedded systems
for  PV buses  in  the  literature,  are  derived  in  Refs.  [7, 32].  Other
alternative embedded forms for PV buses are also proposed, such
as those presented in Refs.  [49–51].  In Ref.  [51],  a  new model of
PV buses is proposes to address accuracy issues arising from Ref.
[49].  In  Ref.  [50],  authors  propose  two  distinct  approaches  for
modeling  the  voltage  control  of  PV buses  and also  mention that
the method proposed in Ref. [49] does not satisfactorily constrain
voltage magnitude, implying that the obtained results do not con-
form to either voltage magnitude or active power constraints.

2.3    Modeling of FACTS devices
Except the focus on PV bus modeling, recognizing the importance
of  integrating  flexible  ac  transmission  system  (FACTS)  devices
into power  system planning,  control,  and  protection,  the  formu-
lation  of  embedded  equations  for  these  devices  becomes  crucial.
Recently several Refs. [34, 52–54] have contributed to novel forms
of  embedded  systems  considering  FACTS.  In  Ref.  [52],  several
thyristor-based  FACTS  controllers,  e.g.,  static  var  compensator
(SVC),  thyristor  controlled  switched  capacitor  (TCSC),  thyristor
controlled  voltage  regulator  (TCVR),  and  thyristor  controlled
phase angle regulator (TCPAR) are integrated into the AC power
flow problem.  The corresponding embedded systems are  formu-
lated in a way that the overall solution functions are holomorphic.
Furthermore,  the  embedded  formulations  of  VSC-based  FACTS
controller,  i.e.,  static  synchronous  compensator  (STATCOM)
have  been  developed  in  Ref.  [34].  Notably,  an  embedded  system
including the SSSC and IPFC, guaranteeing convergence, is intro-
duced in Ref. [53] follow fundamental HEM principles. Later, the
embedded systems  of  STATCOM  and  unified  power  flow  con-
troller (UPFC) are modeled based on the frame of FFHEM in Ref.
[54],  the  case  study  shows  that  the  proposed  embedded  system

requires  less  execution time and error  is  reduced compared with
the original HEM[32].

2.4    HEMs for hybrid AC/DC systems

V∗
i (s∗)

Vi(s) = V∗
i (s∗)

s
s

Various HEM-based power flow models introduced before mainly
focusing  on  AC  transmission  networks.  There  are  many  papers
extending  the  HEM  to  other  types  of  power  systems  such  as
DC  systems[33],  AC/DC  systems[55–59],  three-phase distribution  net-
works[60–64], integrated systems[35, 42, 65, 66] and isolated systems[58, 67]. It is
important  to  note  that  unlike  the  AC  power  flow,  in  which  one
has to take particular attention to deal with the complex conjugation
operation by considering additional independent variables ,
all voltages variables involved in DC systems[33] are real instead of
complex, so  is required and satisfied, ensuring that
physical solutions are real when  is real. Nonetheless, it is crucial
that the embedding variable  remains complex. This complexity
is  essential  because  it  is  only  within  the  complex  plane  that  the
complete  structure  of  the  solution  branches  can  be  maintained
and  Stahl’s  theorem[30] is  guaranteed  to  extend  the  convergence
radius utilized in the numerical partial sum of a power series[33].

Different  from  pure  AC  and  DC  systems,  a  typical  hybrid
AC/DC system often consists of one or more interconnected AC
systems  along  with  other  DC  systems,  connected  by  interlinking
converters.  These  converters  can  be  in  the  form  of  back-to-back
converters  or  voltage  source  converters  (VSCs).  Furthermore,
these  hybrid  AC/DC  systems  can  be  operated  in  both  grid-con-
nected  mode[55–57],  and  islanded  mode[58,59].  All  those  features
increase complexity to design embedded systems for AC/DC sys-
tems.  Ref.  [55]  introduces  a  HEM-based  power  flow  model  for
AC/DC  systems,  employing  separate  AC-HEM  and  DC-HEM
algorithms.  In  Ref.  [56],  a  systematic  HEM-based  power  flow
model is developed for the line-commutated converter based high
voltage  direct  current  (LCC-HVDC)  system,  including  various
control modes. This study also proposes a computational strategy
for  efficient  Padé  approximants  using  Bauer’s  Eta  algorithm.
Additionally,  Ref.  [57]  concentrates  on  the  VSC-HVDC  system,
leveraging  pre-stored sparse  recursive  matrices  to  optimize  com-
putation  time  and  memory  usage.  The  incorporation  of  iterative
inverse matrix calculation into Padé approximants is proposed to
further enhance computation speed.

2.5    HEMs for distribution systems
For  distribution  systems,  there  are  several  key  features,  first  the
distribution  system  is  characterized  by  radial  or  weakly  meshed
structures[62], second there are many unbalanced three-phase oper-
ations[61].  Also,  the  accurate  modeling  of  ZIP  loads  is  necessary
which will  introduce more nonlinearity to the system[63]. Further-
more, the high R/X ratio in distribution systems can lead to slow
or non-convergence of the NR method because it may encounter
difficulties  in  finding  the  appropriate  initial  guesses  for  voltage
magnitudes  and  angles.  So  it  is  necessary  to  better  utilize  and
develop HEM-based algorithms in distribution systems to achieve
a  better  convergence  rate.  Numerous  contributions  exist  in  this
area, Ref. [61] address power flow with the HEM in radial distri-
bution networks under unbalanced conditions, assuming constant-
power  and  voltage-independent  constant-current  wye-connected
loads, a similar load model is also employed in Ref. [64]. And Ref.
[60] examines HEM’s performance in distribution networks with
voltage-dependent  ZIP  loads.  However,  it  is  highlighted  in  Ref.
[63]  that  the  holomorphy  assumption  for  solution  functions
might not be met for that derived embedded system in Ref. [60].
To address this issue, Ref. [63] considers an embedded system sat-
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isfying  the  holomorphy  assumption  for  three-phase  distribution
networks, considering comprehensive voltage-dependent ZIP load
models for both wye and delta connections. Case studies find sig-
nificant  errors  on  previous  HEM-based  power  flow  models  if
voltage-independent constant-current loads are assumed[61, 64].

2.6    HEMs for microgrids and integrated systems

Y
Ybus

s

Ybus

Besides,  HEM-based  power  flow  formulations  of  isolated  AC
microgrids with hierarchical control and isolated AC/DC systems
with droop controls are investigated in Ref. [67] and Refs. [58, 59],
respectively.  It  should  be  noticed  that  generally  the  frequency  of
the AC network  cannot  be  assumed constant  in  islanded micro-
grids,  so  the  assumption  that  matrix  is  constant  becomes
invalid. In Refs. [58, 59],  matrix is expressed as an embedded
function of the complex embedding variable  to handle this issue,
and the secondary control scheme is considered in Ref. [67], thus
the  actual  angular  frequency  matches  the  nominal  value, 
matrix can be assumed constant.

As  a  natural  extension,  NR  and  GS  can  be  replaced  by  the
HEM in  the  calculation  of  the  power  flow  of  the  integrated  sys-
tem,  which  is  first  applied  in  electricity–gas–heat  energy
systems[65, 66], and later the HEM formulations of gas flow of the gas
system are also investigated in Refs. [35, 42], the heat flow is con-
sidered in Ref. [68].

3    Applications for  stability  and  dynamic  prob-
lems

3.1    Voltage stability assessment

s= 1 s
Yi,shunt s s= 0

s= 1

s= 0
s= 1 s

Capitalizing  on  the  HEM’s  desirable  convergence  properties,  its
applications  naturally  extend  to  static  voltage  stability  analysis,
which could be performed by computing the power flow solution
(i.e., the PV curve). A traditional approach CPF[4, 69] has been pro-
posed to estimate stability limits and load margins, which is an NR-
based  predictor-corrector  method.  However,  it  is  important  to
note  that  the  computational  complexity  of  CPF  is  significantly
greater than a simple power flow solved by NR. This is due to the
necessity of solving a new power flow solution at each step while
traversing the PV curve towards the voltage collapse point[4].  It  is
worth noting that traditional HEM (2) cannot benefit the perfor-
mance  of  CPF  if  it  is  applied  iteratively,  similar  to  the  NR
method[10]. To see  this  point,  one can observe that  the above for-
mulation  of  traditional  HEM  (2)  represents  the  power  system
solely at  without direct physical interpretation at other  val-
ues,  because  is  scaled  by  along  the  path,  from  to

, the resultant solution represents a network with shunt com-
ponents differing from the original network. To enhance flexibility
and robustness,  it  would be advantageous if  the path from 
to , as well as the variable  itself, could hold physical mean-
ings,  such  as  representing  load  scaling  levels  or  variations.  By
incorporating  these  meaningful  interpretations,  the  PV  curve
could  be  efficiently  characterized  using  a  single-stage HEM,  sig-
nificantly reducing complexity compared to CPF.

The  modified  version  of  the  HEM  aimed  at  achieving  this
objective is initially introduced in Ref. [10], four methods for eval-
uating saddle-node bifurcation point  (SNBP) (Padé approximant
search, power flow search, roots method, and extrapolating sigma
method)  are  proposed  and  compared  in  terms  of  both  accuracy
and efficiency.  Conditions  such  as  uniformly  scaled  loads  at  dif-
ferent  buses,  loads  scaled  by  varying  amounts  at  different  buses,
the inclusion of var limits, and the application of polynomial ZIP

s

loads are all considered and discussed. One of the biggest advantages
of the Padé approximant search method and the roots method is
that  the  power  flow  problem  needs  to  be  solved  just  once,  and
then only the Padé approximants have to be evaluated at different
values of . Note that the proximity of the system to its nose point
is  determined  by  assessing  the  smallest  real  zero  or  the  smallest
real pole of the Padé approximant in the roots method which has
a tighter estimation of the nose point compared with other meth-
ods.

s

Similarly, Ref. [11] considers a two-step physical germ solution
for online voltage stability, after locating point B shown in Figure
1,  the  variable  is  embedded  to  represent  a  meaningful  loading
scale in the power flow, enabling the analytic trajectories to repre-
sent  varying  operating  conditions,  such  as  the  trajectories  from
point B to point C. Notably, the second-stage HEM formulations
proposed in Refs. [10, 11] share similarities, differing mainly in the
use  of  the  Padé  approximant.  An  adaptive  two-stage  Padé
approximant is proposed in Ref. [11], capable of providing optimal
Padé  approximant  orders  for  individual  PQ  buses.  Case  studies
demonstrate  the  algorithm’s effectiveness  and  accuracy  in  com-
parison  to  the  normal  Padé  approximant  algorithm[10].  However,
as  noted  by  Ref.  [37],  the  use  of  the  Padé  matrix  in  the  HEM
increases the condition number when the system approaches the
nose  point,  consequently  slowing  down  the  HEM’s  convergence
rate and introducing significant errors due to limited computational
precision. Addressing this, a multi-stage HEM method MSHEM is
proposed in Ref. [37] based on Ref. [11]. MSHEM employs a pre-
dictor-corrector  scheme  to  eliminate  errors  without  resorting  to
the Padé approximants. The results highlight that MSHEM main-
tains the non-iterative advantage compared to CPF[69] and, notably,
enhances  precision  compared  to  the  conventional  HEM[11].  It  is
important  to  note  that  MSHEM builds  upon the  physical  germ-
inspired HEM approach, which allows it to initiate from a physical
germ and extend solutions along the PV curve.

There are some other methods to detect SNBP and weak buses
such  as  V–Q  curve[70] and  HEM-based  sigma  method[71–75].  In
patent[71],  the  sigma  method  is  introduced  to  identify  weak  buses
and estimate the distance from the operational state to the SNBP
based on the HEM but later in Ref. [70], authors demonstrate that
the  voltage  criticality  quantification  in  Ref.  [71]  lacked reliability.
A slight  modification is  applied to the sigma method to estimate
SNBP, and V−Q sensitivity functions for voltage stability analysis
are proposed based on the formulation of  the HEM in Ref.  [10].
Additionally,  in  Ref.  [76].  A  HEM-based  sensitivity  analysis
approach is introduced to mitigate ill-conditioned Jacobian matri-
ces in the traditional sensitivity analysis.

However,  current  HEM-based  methods  for  voltage  stability
analysis have limitations in their scope. Most of them embed only
a single variable that uniformly controls generations or loads such
as  Refs.  [11, 37, 71, 72].  This  approach  proves  inadequate  when
loads  or  generations  change  in  varying  proportions.  Repetitive
power flow calculations become essential but time-consuming for
voltage  stability  analysis  involving  multiple  operating  conditions
with  diverse  load  and  generation  scales.  To  address  those  issues,
Ref. [40] proposes a multi-variable V–Q sensitivity method based
on  MDHEM  to  quickly  analyze  voltage  stability  across  multiple
operating  conditions  which  aims  to  identify  weak  buses  and  the
SNBP.  Another  limitation  is  that  there  is  no  HEM  except[12] that
could trace  the  whole  PV curve  containing low voltage  solutions
as  the  rational  approximation  will  begin  oscillations  when  the
solution is close to the nose point,  i.e.,  SNBP. In Ref.  [12],  a new
method  called  HEAP  is  introduced,  which  utilizes  an  arc-length
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parametrization  to  represent  a  nonlinear  system  for  tracking  the
PV curve. This approach combines the advantages of CPFLOW[69]

(passing through the nose without numerical difficulties) with the
robustness  enhancement  provided  by  piecewise  approximants,
inspired  by  the  flexibility  seen  in  FFHEM.  Results  have  shown a
speedup  of  at  least  19  times  for  systems  with  10,  000  or  more
buses compared to CPF.

3.2    Time-domain simulations
s

s
s t

In previous sections, the embedded variable  is commonly complex
when  solving  AC  power  flow  problems  or  represents  the  load
scaling level when dealing with static voltage stability. In dynamic
problems, where the system is represented by ODEs or DAEs, the
embedded variable  naturally means the time variable. Replacing
 with variable  as the embedding variable inherently produces a

solution that illustrates temporal state evolution.

s

With the above consideration in mind, the HEM is first applied
to  voltage  stability  assessment  involving  dynamics  in  Ref.  [23]
where load factor increases linearly over time,  inherently means
time  evolution.  Different  from  previous  static  voltage  stability
problems, embedded formulations of induction motor models are
first  proposed,  which enrich the capability  of  the HEM in power
system  dynamic  analysis.  The  authors  introduce  three  distinct
modules of the HEM, to address specific time scales of power sys-
tems: steady-state power flow, quasi-steady-state (QSS) under load
escalation, and dynamic state under increased loading conditions.
Participation  factors-based  algorithm  is  investigated  allowing  for
the  realization  of  partial-QSS  simulation  and  full-dynamic simu-
lation methods based on the HEM. Note that in the voltage stability
assessment, the system is free from any angle stability issues. As a
result,  the  dynamic  models  of  synchronous  generators  are
excluded  from  consideration  and  are  represented  as  constant-
voltage sources connected to PV or slack buses in Ref. [23].

In a subsequent Ref. [24], the HEM is modified and applied to
time-domain simulations. The study outlines guidelines for devel-
oping and  solving  HE  formulations  of  DAEs,  including  syn-
chronous generators and controllers in power systems. The work
considers  coordinate  transformations  and  proposes  embedded
formulations  for  resolving  system  states  post-fault.  The  multi-
stage HEM scheme is introduced to link solutions, ensuring com-
putational  accuracy  and  error  control.  Results  verify  HEM’s
potential for time-domain simulations, showcasing larger effective
time  steps  than  traditional  numerical  integration  methods.  With
its  non-iterative  semi-analytical  property  for  solving  algebraic
equations, the  HEM  exhibits  advantages  in  computational  effi-
ciency  and  robustness.  This  property  is  quite  helpful  in  solving
DAEs  since  numerical  divergence  or  wrong  convergence  could
happen  during  grounding  faults,  especially  implementing  NR
methods  for  large-scale  systems.  Furthermore,  in  Ref.  [45],  the
HEM  is  applied  to  develop  an  extended-term simulation  frame-
work.  The  paper  presents  embedded  formulations  for  solving
common  atomic  events  and  introduces  a  hybrid  simulation
approach that combines dynamic and QSS simulations under the
HEM frame.  This  approach enhances  simulation  across  multiple
timescales and ensures accuracy. The efficient and practical model
switching  between  dynamic  and  QSS  simulations,  guided  by
HEM  coefficients,  is  highlighted.  And  the  continuity  of  HEM
solutions in the time domain allows it to effectively handle various
events in extended-term simulations. Test cases show the proposed
hybrid  event-driven  extended-term simulation  accurate  and  effi-
cient, proving its suitability for simulating complex power systems
events like restoration and cascading outages.

Efficiency in dynamic simulations is crucial, however, the com-
putation of Padé approximants for large-scale power systems can
be time-consuming. In Ref. [77], authors present a rapid, vectorized
algorithm  for  calculating  Padé  approximants  in  HEM-based
dynamic  simulations.  They  utilize  the  Levinson  algorithm  to
reduce temporal  and  spatial  complexities.  Considering  computa-
tional consistency, they develop a vectorized version of the Levinson
algorithm to exploit instruction-level parallelism. Evaluation of the
Polish 2383-bus  system  confirms  accelerated  computation  speed
due  to  the  advantageous  combination  of  the  Levinson algorithm
and vectorization.

It  is  noteworthy  that  the  primary  focus  of  the  HEM-based
power flow model is to identify stable equilibrium points (SEPs) in
steady-state power flow analysis. In contrast, traditional numerical
methods  struggle  to  reliably  locate  the  closest,  or  controlling,
unstable equilibrium points (UEPs). HEM’s applications in finding
UEPs begin with a two-bus system, offering theoretical guarantees
for  reaching  the  UEP  if  it  exists[78].  Subsequently,  the  HEM  is
extended to tackle multiple UEPs in a multi-generator power sys-
tem,  demonstrating  its  effectiveness  in  rapidly  identifying  type-1
UEPs in a 3-generator setup[79] by adjusting the initial germs.

4    Discussions
While the applications discussed in this paper showcase promising
outcomes, it is important to acknowledge that the HEMs also have
limitations.  Several  concerns  and  misunderstandings  regarding
solution existence,  uniqueness,  holomorphism  of  solution  func-
tions,  and  convergence  properties  have  been  raised.  This  section
suggests  some guidelines  for  understanding  the  HEMs and Padé
approximants, and  addresses  some  misconceptions  in  the  litera-
ture.

4.1    Existence, uniqueness, and holomorphism of solutions

(V(s),V∗(s∗))

(V(s),V∗(s∗))

s s0 = 0
s1 = 1
s0 = s∗0 s0 ∈ R V∗(s∗) s= s0
V(s) s= s0

s= s1

The  holomorphic  property  of  solutions  in  Eq.  (2)  significantly
influences  the  effectiveness  of  the  power series  expansion Eq.  (3)
and  the  convergence  of  derived  rational  approximants  Eq.  (5)
within the HEM framework. It is crucial to note that the existence,
uniqueness,  and  holomorphism  of  solutions  in  Eq.  (2)  are  not
straightforward,  particularly  when  dealing  with  non-polynomial
systems  involving  elements  like  ZIP  loads  in  distribution
networks[63], where the unknown complex functions 
in  the  embedded  system  are  not  algebraic  in  general.  One  must
carefully design the embedded system among infinite choices. To
ensure  existence  and  uniqueness  of  holomorphic  solutions

, validation of sufficient conditions presented in Ref.
[5, Theorem 2]  is  advised.  In particular,  the existence of  function
solutions  is  guaranteed  by  the  implicit  function  theorem.  So  the
initial point is very crucial for both polynomials and non-polyno-
mial  systems  when  the  flat  initial  state  is  not  required,  e.g.,
FFHEM, the algebraic  vector  system should be non-singular  and
holomorphic around the initial state. Also, the reason for selecting
real  values  for  at  the  reference  (germ)  and  target  state

 holds  significance.  This  choice  emerges  from  the  fact  that
 if  and  is holomorphic at  if and only if

 is holomorphic at . Similar property relations are valid
for ,  which  is  a  critical  consideration  when  designing
embedded  systems  to  ensure  the  holomorphic  and  conjugate
properties of solution functions.

The HEM approach benefits from the remarkable convergence
properties  of  algebraic  functions in a  polynomial  system, notably
the analytic continuation of solution functions across a trajectory
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extending from the reference state to almost any point within the
complex  plane.  However,  several  influencing  papers[6, 32, 33] have
previously  assumed  the  algebraic  property  of  solution  functions,
often  taking  for  granted  the  existence  of  a  bivariate  annihilating
polynomial for all solution functions within a polynomial embed-
ded  system.  Nevertheless,  recent  work[33] has  underscored  that
these conclusions are not rigorously proven,  but rather empirical
observations. A counterexample is provided, while a set of sufficient
conditions  are  established  to  ensure  the  algebraic  property  of
solution functions  through the  existence  of  bivariate  annihilating
polynomials  when  employing  a  general  polynomial  embedded
system within the HEM framework.

V(s)

V∗(s∗)

s= 0 s= 1

It is worth noting that within a general embedded system, certain
solutions may not hold to the reflection condition[6, 32, 48], so they are
not  physical  solutions  to  the  power  flow  problem,  named  ghost
solutions by Ref. [6]. In the literature, ensuring the physical validity
of solutions  is typically achieved by directly incorporating the
reflection  condition  into  the  general  embedded  system,  i.e.,
directly  employing  in  the  general  embedded  system,
resulting in the well-known formulation (2). To complete the dis-
cussion of the conjugate property, a theorem and a set of sufficient
conditions in terms of the structure of the general embedded sys-
tems are developed in Ref. [5] to guarantee the satisfaction of the
reflection condition throughout the trajectory from  to ,
rather than requiring its forcing in advance.

4.2    Theoretical convergence v.s. numerical convergence

s0 = 0

The  HEM  is  highlighted  by  a  claim  of  universal  convergence
guarantee,  as  stated  in  Ref.  [6]  and  supported  by  Stahl’s
theorems[30].  Notice  that  a  holomorphic  function  solution  can  be
locally represented by a convergent power series around a reference
state,  such  as .  So  the  Pade  approximants  are  utilized  to
extend the convergence domain[6].  Theoretically,  the  statement  in
Ref.  [6]: “any  close-to-diagonal  sequence  of  Pade  approximants
converges  in  capacity  to  said  function  in  the  extremal  domain”
holds theoretically and has been cited as the evidence for the uni-
versal convergence of the HEMs across various studies. However,
it is crucial to recognize that the extremal domain is distinct from
the  function’s  domain.  In  Ref.  [80],  Stahl’s theorems are  reinter-
preted and adapted for the power system community, highlighting
the  distinctions  among  the  function’s  domain,  the  extremal
domain,  and  the  convergence  domain.  The  latter  one  is  the
domain in which a sequence of near-diagonal Padé approximants
converges to the function in capacity. The confusion surrounding
the  interpretation  of  Stahl’s  theorem’s  theoretical  convergence
guarantee  emerges  from  a  conflation  of  those  three  different
domains.

While  Stahl’s  theorem  guarantees  theoretical  convergence,
numerical convergence is not established. It is claimed and admitted
that universal convergence cannot be guaranteed due to precision
issues[32, 37, 81, 82].  Specifically,  finite  computing  precision  restricts  the
meaningful number of power series terms when generating Padé
approximants.  In  power  flow  problems,  a  suggested  maximum
range of 40 to 50 terms is considered acceptable[82]. Also, the con-
vergence rate of Padé approximants is related to the number and
placement  of  singular  points,  influenced  by  the  original  problem
model and chosen embedded systems. Furthermore, eight different
approaches  to  enhance  the  convergence  of  a  power  series  are
compared in Ref. [82]. Notably, methods like the Van Wijngaarden
method and the Theta method, distinct from Padé approximants,
are also evaluated. The matrix method of obtaining near-diagonal
Padé  approximants  and  the  eta  method  emerge  as  the  most
numerically  robust  and  efficient  options,  verified  through  case
studies.

4.3    Time performance and scalability
The original HEM (2) does not come with a theoretical guarantee
of better time performances compared to traditional methods like
the  FD,  NR,  and  GS  methods  for  solving  individual  power  flow
solutions. Observations indicate that employing the HEM (2) typ-
ically  results  in  a  performance  slowdown  of  approximately  30
times or even more when compared to the NR and FD methods,
particularly  evident  in  test  cases  with 1000 buses  or  more[7, 33, 83].
Comprehensive  comparisons  reported  in  Ref.  [83]  acknowledge
the robustness and reliability of the HEM, yet it is highlighted that
the  average  speed  of  the  HEM  (2)  is  notably  slower  compared
with NR and GS. It is important to note that the embedded system
(2) supports a specific flat start as the initial guess, implying that if
the target  state  solution is  significantly  distant  from the flat  start,
the  number  of  required  terms  must  be  increased.  Therefore,  to
attain  comparable  speed  using  the  HEMs  to  solve  an  individual
power flow solution, it is recommended to explore variants of the
original HEM that can accommodate any state vector as the refer-
ence  solution.  Variants  such  as  FFHEM[9],  or  other  numerical-
assisted  adaptations  like  GS-assisted  FFHEM  or  NR-assisted
FFHEM[9],  are  suggested  alternatives,  the  scalability  is  verified  up
to the 13659 buses system.

However,  in  applications  for  voltage  stability  assessment,  the
HEMs do  indeed  present  a  significant  speed  advantage.  The  uti-
lization of the HEMs permits the tracing of the complete PV curve
up to the nose point through nearly identical complexity used for
solving  a  single  power  flow.  This  stands  in  contrast  to  the  CPF
method, which necessitates repetitive power flow calculations. The
remarkable  speed  exhibited  by  the  HEMs  for  voltage  stability
problems has been confirmed in studies such as Refs. [11, 12] up
to  the  70,  000  bus  system.  Additionally,  MDHEM  showcases
impressive speed enhancements when dealing with multi-scenario
problems[40] up to the 2383 system.

Moreover, the application of the HEMs in dynamic simulations
also  presents  significant  advantages  over  traditional  methods.
Dynamic  simulations  utilizing  DAEs  numerical  solvers  typically
involve  multi-stage  processes,  requiring  iterations  for  algebraic
equations at each stage which is avoided in the HEMs, leading to
more favorable speeds, as indicated in Refs. [24, 84] up to the 2383
system.

5    Conclusions
In summary, this review comprehensively explores the applications
of the HEMs in power systems, certain classes of the HEMs offer
remarkable  advantages  like  expansive  convergence  regions,  rapid
convergence rate,  and precise  detection of  solution nonexistence,
setting  them  apart  from  traditional  numerical  iterative
approaches.

Furthermore, the HEMs do provide new insights and views for
solving  a  wide  range  of  computational  algebraic  and  dynamic
problems  in  the  power  system  community.  Its  ability  to  handle
both reliable steady-state computations and efficient time-domain
simulations make it a valuable tool for researchers and engineers.
Indeed,  the  HEMs  have  proven  invaluable  in  addressing  large-
scale nonlinear problems and several toolboxes are built based on
the HEMs. Also, the development of other variants, like FFHEM,
MDHEM, and MSHEM proposed in recent research, improve the
adaptability  and  robustness  of  the  HEM  in  handling  different
power system problems.

Despite  the  promising  results  presented  in  the  applications
considered  in  this  paper,  the  HEMs  certainly  come  with  their
share of drawbacks. There are even some misconceptions existing
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in  historical  literature.  Statements  related  to  solution  existence,
uniqueness,  holomorphism,  and  convergence  properties  have
been  revisited  and  claimed  in  this  paper.  These  issues  have
prompted the need for guidelines and clarifications to ensure the
correct application of the HEMs.

First,  the  derivation  of  an  effective  embedded  system  requires
many  considerations  since  it  will  influence  the  holomorphic
property of solution functions and further the convergence property
of  HEM.  One  should  check  that  the  initial  state  is  non-singular
and the embedded system is holomorphic in a certain domain.

Second,  the  HEMs  generally  don’t have  a  better  time  perfor-
mance  compared  with  NR  and  GS  when  solving  a  single  power
flow.  Traditional  HEM  couldn’t  select  the  initial  state  (fixed),
power  coefficients  are  necessary  to  be  calculated  up  to  a  high
enough  order  when  the  target  state  is  far  from  the  initial  state.
And  Padé  approximants  are  very  time-consuming  at  that  time.
Due to the precision issues, the maximum number of power series
terms  meaningful  in  generating  Pade  approximants  is  suggested
around 40 to 50. If a high computational speed is preferred under
heavy  load  conditions,  FFHEM  should  be  utilized  together  with
the assistance of NR or GS.

s= 1

Finally,  for  voltage  stability  assessments,  variants  such  as
FFHEM, and  MSHEM  do  achieve  a  much  better  time  perfor-
mance, since there is no need to calculate power flow repeatedly at
each  load  level.  MSHEM  and  MDHEM  are  suggested  to  handle
these  kinds  of  problems  as  they  are  based  on  the  physical  germ
solution, one can still get useful insights even if the calculation fails
at .  For  dynamic  simulations,  the  speedup  comes  from  the
large  step  size  and  non-iterative  properties  when  dealing  with
DAEs. On the contrary, for a multi-stage numerical scheme, NR is
necessary at  every stage which slows down speed compared with
MSHEM.

The  HEMs  will  provide  some  interesting  opportunities  for
extension in the future due to their enjoyable convergence property
and  special  semi-analytical  form  for  solutions.  Future  research
directions mainly fall into two aspects: comprehensive applications
and  theoretical  studies.  For  instance,  multi-scenario  stability
assessments  are  still  time-consuming,  so  it  is  valuable  to  decide
suitable  dimensions  of  MDHEM  to  efficiently  handle  large-scale
problems. The HEMs can provide power flow solutions in power
series form, how to obtain insight to handle optimal power flow is
an  interesting  topic.  For  theoretical  studies,  the  algorithm  for
determining the optimal order of the HEMs for a special problem
should be designed and the estimation of convergence domains, is
valuable to further enhance the capabilities of the HEMs. The suc-
cess of HEM lies not only in its theoretical foundations but also in
its  practical  implementation,  making  it  an  indispensable  tool  for
ensuring the stability and reliability of modern power systems.

Nomenclature
Abbreviations
CPF Continuation power flow
DAEs Differential algebraic equations
FD Fast decoupled
FFHEM Fast  and  flexible  holomorphic  embedding

method
GS Gauss−Seidel
HEM Holomorphic embedding method
HVDC High-voltage direct current
IBR Inverter-based resources
IPFC Interline power flow controller
LCC-HVDC Line-commutated  converter  based  high

voltage direct current

MDHEM Multi-dimensional  holomorphic  embedding
method

MSHEM Multi-stage holomorphic embedding method
NR Newton−Raphson
ODEs Ordinary differential equations
PA Padé approximant
QSS Quasi-steady-state
SEPs Stable equilibrium points
SNBP Saddle-node bifurcation point
SSSC Static synchronous series compensator
STATCOM Static synchronous compensator
SVC Static var compensator
UEPs Unstable equilibrium points
Key notations

A x[q] b[q],  , 
q

Transfer  matrix,  coefficients  vector,  vector
related to order   in the solution process

[m/n]i(s) Vi(s)Padé approximant for 
N Number of buses in a power system
Np,Nv,Ns Number of PQ, PV, and Slack buses
s Embedded complex variable

Si,Pi,Qi i
Injection power,  active power,  reactive power at
bus 

Vi iVoltage at bus 
Vi [q], V∗

i [q]
Vi(s) V∗

i (s∗)
Coefficients  in  the  power  series  expansion  of

 and 
Vi(s) V∗

i (s∗),  i
Solution function of voltage and its  conjugate at
bus   in the embedded system

Yik
i

k
Admittance  matrix  element  between  buses 
and 

ε Termination criterion for the mismatch
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