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T
 he progress made in wide bandgap (WBG) semiconductors has 
resulted in rapid miniaturization and increased efficiency of power 
converters. However, the improvements in magnetic components, 
such as inductors and transformers, have not kept pace with these 
advancements [1], [2], [3]. Although advances in WBG devices, novel 
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topologies, control schemes, and hardware fabrications 
have greatly improved circuit efficiency and power density, 
the bottleneck now lies with magnetic components [4], 
with magnetics accounting for more than 30% of the cost 
and more than 30% of the loss in almost all power convert-
ers [5]. Magnetics design has become a critical issue for 
power electronics as trends towards high efficiency and 
high power-density. 

The limits set by bulky and lossy magnetic components 
must be broken by 1) radically new magnetic design tech-
niques and 2) novel magnetic materials with improved 
properties (e.g., higher saturation limit, higher permeabil-
ity, and lower core loss).

Why is it Difficult to Deal With Magnetics? 
The challenges of magnetics design and optimization are 
attributed to two main aspects, both of which must be 
addressed by magnetic material modeling capable of pre-
dicting component behaviors: 

First, deep understanding and accurate design tools 
are required in magnetic components to comply with the 
trend towards high frequency and high density. Instead of 
being satisfied with the performance given by an off-the-
shelf inductor, power electronics engineers nowadays are 
obliged to design magnetic components from scratch with 
highly customized cores and windings that yield better per-
formance. This requires advanced knowledge of magnetic 
materials, loss analysis, high-frequency effects, and simula-
tions that aid the design. Advanced electromagnetic simu-
lators [6], such as 3D finite-element analysis (FEA) tools, 
are able to simulate linear performance factors governed 
by the Maxwell’s equations, including winding loss, fringing 
effect, geometry-based non-uniformity, and even numerical 
optimizations. However, there is one exception, and it is the 
major one that causes the discrepancies seen frequently 
between simulations and real prototypes: the nonlinear 
magnetic materials. Lack of accurate models and under-
standing of the material’s properties (such as dc bias- and 
frequency-dependent loss and permeability) when used as 
a power electronics component results in oversimplified 

assumptions in magnetic design and then iterations of mag-
netics prototyping based on trial and error. 

Second, new magnetic materials are needed to break the 
ceiling of magnetic component performance set by intrinsic 
physical properties (e.g., saturation level, permeability, and 
loss density) of existing materials. To this end, component 
or even system level insights are essential to guide new 
materials development. However, magnetic components 
design is not a single-objective optimization process [7]; 
an optimal design balances several performance factors. 
For example, a material that has an infinitely large perme-
ability, but low saturation level, doesn’t necessarily lead to 
improved component performance. An envisioned para-
digm of material-component-system co-design needs to 
be facilitated by a simulation platform that links magnetic 
material properties component prototype performance 
metrics. 

However, magnetic materials modeling is never an easy 
job. The two most concerned performances of magnetic 
materials in power electronics applications are perme-
ability and core loss, both of which vary significantly with 
frequency and the strength of the magnetic field (excitation 
signal) applied. Take the MnZn ferrite material N87 from 
TDK [8] as an example (Figure 1). The nonlinear perme-
ability and core loss vary with frequency and ac excitation 
amplitude. Besides the nonlinearity with ac excitation, the 
effect of dc bias on the permeability and loss also strongly 
impacts the core performance [9]. Such complexities, 
rooted in the nonlinear dynamics of magnetic materials, 
hinder good agreement between designs and prototypes of 
magnetic components and lead to multiple trial and error in 
engineering practice. 

In practice, power electronics engineers tend to use 
empirical approaches to characterize magnetic materials 
based on large-signal measurements. Models to account 
for the core loss and permeability, mostly empirical, are 
extracted by curve-fitting experimental results mea-
sured from specific prototypes [10], [11], with measure-
ments getting more extensive as more complex behaviors 
of the core are observed. Even the physics-based models 

FIG 1 Nonlinear behaviors of magnetic material N87: (a) permeability versus frequency, (b) permeability versus ac excitation 
amplitude, (c) core loss density versus frequency and ac excitation amplitude [7], and (d) core loss versus dc bias [8]. 
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do not capture the nonlinear dynamics properly, as none 
of the model accounts for all aspects of the complicated 
physics. Prominent examples include the Jiles–Atherton 
(J–A) [12] and Preisach models [13]: The former attributes 
magnetic hysteresis to a single frictional mechanism—
domain wall movement impeded by defect pinning, and 
the latter is based on the Stoner–Wohlfarth theory that 
concerns only the energy minimization with no regards 
by itself to the dynamics of the material system. Nowa-
days, assisted by powerful artificial intelligence (AI) 
tools, researchers are able to conduct large-scale mea-
surements and model extractions to get more accurate 
performance predictions [14], [15]. However, the biggest 
issue with AI models is that they are only as good as the 
data they are trained on and provide no insights on how 
they arrived at their results. 

More desirable for the next-generation power electron-
ics is a bottom-up solution (Figure 2), based on the physics 
underlying the behavior of magnetic materials in compo-
nents, thus allowing for component behavior prediction in 
a wide range of operating conditions to enable design opti-
mization. Moreover, physics-based magnetics modeling 
on the material level bridges the gap between the material 
science and power electronics communities by provid-
ing a common platform, on which the problems related to 
magnetization and loss mechanisms can be better framed, 
thus fostering innovations in magnetic materials research 
for power electronics. Nevertheless, the computational 
cost of physics-based magnetic material modeling can 
be prohibitively high, therefore trade-offs must be made 
at the onset. Fortunately, a mesoscopic view [16] provides 
appropriate trade-offs that enable, in principle, predictive 

modeling at reasonable cost: while the atomic-scale ori-
gin of ferromagnetism, the exchange interaction between 
electron magnetic moments, is quantum in nature without 
a classical analog, a magnet is treated as a mesoscopic 
continuous medium described by magnetization M(r) as 
a continuously varying function of location r. The meso-
scopically continuous medium is discretized into regions 
each described by local magnetization M, following time-
domain differential equations describing their dynamics 
and coupling with neighboring regions. Such a region is 
sufficiently large on the atomic scale for quantum effects 
to average out, thus the differential equation is a classi-
cal, albeit nonlinear, one. The course graining and the 
relatively simple classical equation at the bottom level will 
enable this approach to capture the nonlinear dynamics 
at adequate accuracies at practically acceptable computa-
tional costs. 

This article describes a novel implementation of such a 
bottom-up solution. The nonlinear differential equation of a 
discretized region is mapped to a mathematically equivalent 
circuit model such that the collective dynamic response of 
the coupled regions to external field excitations is emulated 
by that of the coupled unit circuits to circuit excitations. 
Thus, the simulations will be performed using circuit simu-
lators that power electronic engineers are already familiar 
with. Preliminary results are reported on some simplified 
cases to show the potential of such models in describing the 
nonlinear B–H hysteresis and loss behaviors. Use cases are 
presented to demonstrate the capability of the model for 
magnetics used in both power electronics and microwave 
applications. The model will be augmented and scaled up to 
include more physical mechanisms. 

FIG 2 In contrast to the conventional “top-down” solution for magnetics modeling, we propose to develop a novel “bottom-up” 
solution.
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Physics Based Circuit Models for Magnetic Materials
Every performance metric of a magnetic component origi-
nates from the response of its core material to external field 
excitations; the core is a soft magnet. Ferromagnetism origi-
nates from the magnetic moment of the electron spin. 
Strong but short-range exchange interaction aligns the elec-
tron spins within a distance in the order of 10 nm, but long-
range interactions favor a random distribution of 
magnetization, which is the total magnetic moment per vol-
ume. The balance results in the formation of magnetic 
domains, each a region of uniform magnetization (Figure 3). 
The dynamics of a magnetic material boils down to the time 
evolution of the domains, which is described by the 
Landau–Lifshitz–Gilbert (LLG) equation. 

LLG Equation
The LLG equation [16] describes the dynamics of magnetiza-
tion M, presumed uniform throughout a magnetic material 
sample or a region therein:
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where the vacuum permeability μ0 is a physical constant. 
Here, we emphasize that H H Heff = + e  is the total 
effective field including the magnetic field H and the effec-
tive field He ,  which is the sum of effective fields that repre-
sent the material anisotropy, exchange interaction, etc. 
Without the second term on the right side, (1) is in the same 
form as the dynamics of an isolated electron magnetic 
moment d dtm m H/ = − ×µ γ0 ,  where there is no distinc-
tion between Heff  and H, and γ =  1.759 × 1011 C/kg is the 
electron charge-to-mass ratio, which is identical to the ratio 
of the moment to spin angular momentum, named the gyro-
magnetic ratio. This equation simply describes the preces-
sion of the electron spin angular momentum and, 
proportionally, m, driven by the torque exerted by Heff .  
The isolated electron spin precesses indefinitely because 
the torque is always perpendicular to m. Since ferromagne-
tism arises from electron 
spins, we can replace m with 
M, i.e., the sum of magnetic 
moments of all N  electrons 
contributing to ferromagne-
tism in a unit volume of a 
material. Due to other effects 
in the material, however, the 
precession is damped, and 
therefore M gradually aligns 
with Heff  in  what  is 
referred to as the magnetiza-
tion process. To describe this 
lossy process, the second 
term is phenomenologically 
introduced to (1), where α is 
the damping parameter  
and M Nms = = M  is the 

saturation magnetization; both parameters are to be 
obtained from standard material characterization. Lastly, γ  
is slightly modified from the isolated electron value to 
account for atomic structures of specific materials. 

Equation (1) is written as three coupled differential 
equations in three Cartesian projections. Examining 
these equations, we see that they are formally the same 
as the set of equations describing a circuit of coupled ele-
ments: Each of the three equations, written in a form with 
all terms on one side and zero on the other, resembles 
Kirchoff’s current law (KCL) upon mapping Mi , i x= ,  
y, z, to linkages Λi  of three coupled inductors Li ,  and 
Hz  to excitation current Iz ; Li  are considered wound 

around a shared core just share the same flux. The map-
ping leads us to an equivalent circuit model shown in 
Figure 4 (more details below), where the three ports corre-
spond to the three Cartesian projections, with the voltages  
V d dti i= Λ /   surrogating dM dti / . 

To illustrate our bottom-up modeling framework, let us 
start with a fictitious single-domain inductor core ∆z long 
with a ∆ ∆x y×  rectangular cross section. Assuming an iso-
tropic core material and neglecting the demagnetizing field 
for now, we have H H zeff ,= = Hz ˆ  where H I zz z= /∆  is 
due to the only excitation—current through the inductor 

FIG 3 Illustration of magnetic domains of a soft magnetic 
material lining up when exposed to an external magnetic field.

FIG 4 Equivalent circuit with parameters derived from the full LLG equation describing a mag-
netic domain’s movement in 3D x–y–z planes with external excitation field applied on the 
z direction.
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winding (per Ampere’s law). Proportional constants in the 
above mapping of dM dti /  and Hz  to surrogate voltages Vi  
and currents Iz  can be chosen arbitrarily. Interestingly, by 
choosing mapping proportions such that H I H zz z z→ = ∆  
and dM dt V x y dM dtz z z/ / ,→ = ( )µ0∆ ∆  the current Iz  
and voltage Vz  in the equivalent circuit coincide with the 
current and the voltage per turn of the physical induc-
tor (approximately for voltage given relative permeability 
µr � 1), allowing for direct integration of material model-
ing into a circuit simulator to simulate a physical circuit. 
The mapping of quantities in all three dimensions to the 
surrogate circuit quantities is as follows: 
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Substituting the circuit surrogates defined by (2) into the 
three differential equations re-written from (1) and then 
eliminating dM dtz /  using the z-projection equation, the 
two remaining equations for x and y projections become: 
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Equivalent Circuit for LLG Equation
Equations (3) and (4) are actually KCL equations at ports x 
and y of the three-port circuit when the excitation is applied 
only to port z. The total currents at ports x and y each con-
sist of five components that add up to zero, expressed as 
follows in terms of the equivalent circuit elements labeled in 
Figure 4: 
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The inductors Lx and Ly with coupling to the z port is thus 
determined to be 
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along with additional elements: Rx1 and Ry1 are linear resis-
tors, while Rx2 and Ry2 are nonlinear resistors across port x 
and y, respectively, given by
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a gyrator with impedance Zg  and a 1:1 transformer with all 
equal self and mutual impedances Zm  couple ports x and y:
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Notice that definitions of Vz  and Iz  in (2) directly result in 
L d dt x yM xHz z z z= = ( ) ( )Λ / /µ0∆ ∆ ∆ , which, along with 
(7), indicate that the three coupled inductor share the same 
flux φ  that can be mapped to Mz .  

Modeling Results
The equivalent circuit in Figure 4 can be constructed in any 
circuit simulator that allows user-defined terminal func-
tions. The circuit requires one input at one port (z in the 
example) representing the winding current, the dimension 
of the single-domain core (i.e., Δx, Δy, and Δz), and two 
material properties α and Ms, both of which can be experi-
mentally determined by measuring the frequency-depen-
dent magnetic susceptibility of the material. The outputs of 
the model are the voltages and currents on each of the 
three terminals (Vx, Vy, Vz, Ix, Iy, Iz), which correspond to 
the magnetization and magnetic field along each direction 
as suggested by (2). By varying the excitation signal 
applied to the input side, the output can be measured in 
voltage and examined dynamically in time-domain that 
reflects what happens inside the microworld of the mag-
netic material. This serves as a valuable tool to transpar-
ently connect the material’s properties to its function and 
performance in a power electronics system in the language 
of circuits.

Nonlinear Magnetization Process
As a preliminary test run of the model, a fictitious single 
domain with a size of 200 μm × 50 μm × 38 mm, damping 
constant of 5 × 10−4, and magnetization of 1750 Oe was 
used. An external dc magnetic field was applied to the 
domain in terms of a current source. The magnitude of the 
dc field was increased from 0 to 100 Oe in the z direction, 
and the domain was assumed to be aligned originally along 
the x direction by defining the initial conditions of the volt-
ages on the three terminals. The magnetization process hap-
pens when the domain starts to rotate and gets aligned with 
the external field and eventually gets saturated, which can 
all be observed vividly from the waveforms of Mx, My, and 
Mz translated from the Vx, Vy, and Vz. As shown in Figure 5, 
this process is plotted in 3D showing the trajectory of the 
domain magnetization process from the initial state of align-
ment with x (Mx = 1750 Oe) that then slowly spirals to the 
final state of saturation along the z direction (Mz = 1750 Oe). 
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The complete 3D modeling 
of the domain rotation, 
rather than 1D or 2D, pre-
serves the full picture of 
how the domain moves, 
providing interconnecting 
capability to simulate 3D 
couplings with multiple 
domains. 

To further showcase 
the capability of the 
model, we show that a 
hysteresis loop can be 
simulated (results shown 
in Figure 6) by simply 
introducing an anisot-
ropy field Hani ,  and that 
nonlinear M–H curve and nonlinear permeability can 
be readily extracted from simulation results. A con-
stant anisotropy field is introduced by adding constant 
current sources to the ports to simulate magnetocrys-
talline anisotropy that tilts the easy axis away from ẑ.  
As the external excitation field Hz  increases in time, 
M spirals towards the direction of H z Heff ani= +Hz ˆ  
and thus Mz increases. The susceptibility is extracted 
by χ = M Hz z/ ,  and the relative permeability is simply 
µ χr = +1 ,  shown in Figure 6(a) as extracted along the 
curve as Hz  drops to zero after the saturation. As the 
external field decreases and reverses, M moves away 
from the ẑ  direction as it precesses around the total 
effective field, giving rise to hysteresis. By reversing the 
external field twice, the full hysteresis loop is captured, 
as shown in Figure 6(b). These results demonstrate for 
the first time that the micro-dynamics in magnetic mate-
rials can be represented and simulated in circuit solvers, 

which directly links a magnetic material parameter to 
power electronics component behavior. 

The LLG-based model has long been used in microwave 
applications [16], and was more recently implemented with 
equivalent circuits. Compared to power electronics appli-
cations, microwave applications have a simpler scenario to 
address, where a strong dc field in one direction biases all 
domains near saturation thus the high-frequency field driv-
ing M to precess at a small angle can be treated as a small 
signal. Therefore, the nonlinear resistors Rx2 and Ry2 as 
well as the 1:1 transformer Zm in Figure 4 can be ignored. 
As an example, the frequency-selective limiter (FSL) is a 
waveguide loaded with a piece of magnetic material that 
utilizes the nonlinear insertion loss in magnetics to attenu-
ate input signals at different amplitudes [17]. The circuit 
model has been proven effective to predict the nonlinear 
losses and time delays for the filtering performance as 
demonstrated in [17] and [18]. 

FIG 5 Time lapse and trajectory of a magnetic domain rotation starting with aligned on the x direction and gradually rotates to 
the z direction on which the external field is applied. 

FIG 6 Simulation results from the circuit model of a magnetic domain under an external magnetic 
field H along the z direction showing (a) nonlinear permeability and flux density B versus external 
field H and (b) initial magnetization curve and hysteresis loop.
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Scaling up to Bulk Materials and Refining the Model
The above examples showcase the potential of the pro-
posed modeling framework, in simple cases where the core 
can be treated as having a uniform M. In the discussion of 
scaling up, we refer to a region of uniform M governed by 
(1) in a core material as a “domain,” which does not neces-
sarily identify with a physical magnetic domain although 
conceptually similar. We first point out that a single-domain 
model can already simulate some special cases. A demagne-
tization field Hd  dependent on M can be added to simulate 
the shape anisotropy of a long, thin core made of a soft mag-
netic material, because the long-range interaction is embed-
ded in the M dependence in Hd .  This can be implemented 
by utilizing ports x and y in Figure 4. At the relatively low 
frequencies of interest to power electronics (even for fast-
switching converters enabled by future magnetic materials), 
the effect of initial M orientations is insignificant therefore 
the single-domain model is expected to achieve adequate 
accuracy. This model will work even better for a thin torus, 
with the cross section area and axial perimeter substituting 
∆ ∆x y  and ∆z,  respectively. Other core shapes can be simu-
lated by using the appropriate Hd  versus M dependence in 
accordance with the demagnetizing tensors. Furthermore, a 
magnetocrystalline anisotropy field Hani  can be added as 
exemplified above (Figure 6), with an orientation deter-
mined by the fabrication process. Worth pointing out is the 
flexibility afforded by the LLG equation in accommodating 
various physics through various effective fields. We mention 
in passing that Hd ,  while acting similarly, is conceptually 
not an effective field, but rather a part of H, which is deter-
mined by the winding current per Ampere’s law. 

Multiple domains will be needed in general. For example, 
the easy and hard axes may be oriented in different direc-
tions with regard to the core geometry, requiring different 
Hani  in different regions. In a multi-domain model, each 
domain n  is represented by a three-port circuit simulating 
the dynamics of its magnetization Mn ,  and the suscepti-
bility is extracted by χ = ∑ ⋅( )[ ]n n n zV V Hˆ ,/ /z M ∆  where  
∆Vn and V  are the volume of domain n  and the total vol-
ume, respectively. We expect the use of “domains” larger 

than physical magnetic domains to lower the computa-
tional cost in most cases, as in a previous LLG-based model 
[19], where the (0.1 mm)3 discretized region is already much 
larger than typical physical domains while only a 16 × 16 × 8 
array of such regions was modeled to represent a magnetic 
core orders of magnitude larger in volume. 

The on-going efforts of this work involve adding physical 
mechanisms for the model to be adequate in more and more 
application scenarios to predict core loss and nonlinear per-
meability with a small number of physically meaningful and 
measurable parameters, in contrast to the extensive curve 
fitting as currently practiced. Down the road, neighbor-
ing domain interactions will be incorporated as coupling 
circuit elements to account for domain wall motion under 
exchange interactions within a single-crystal material, a 
crystal grain of polycrystalline materials, or an amorphous 
material. Finally, the domain wall motion impeding effects 
of grain boundaries, as visualized in cartoon illustration 
(Figure 7c), as well as other defects, will be captured. This 
framework is versatile to accommodate various physical 
mechanisms through effective fields, thanks to the flexibil-
ity of the single-domain circuit (Figure 4): while the excita-
tion is applied only to port z, ports x and y can be connected 
to current sources representing effective fields. Separately 
on the single-domain level, the stochastic process of ther-
mal relaxation may need to be incorporated. Overall, the 
parameters of the circuit model will be physical properties 
that can be extracted from material characterizations such 
as saturation flux density, ferromagnetic resonance quality 
factor, etc. The loss and permeability of the magnetic core 
can be simulated and extracted as the real and imaginary 
parts of the input impedance seen by the excitation source 
in the circuit model. By fine-tuning the model parameters, 
the loss and permeability should match bulk material and 
component measurement results. This model calibration is 
fundamentally different from empirical curve fitting, in that 
our model parameters bear physical meanings. Therefore, 
the accuracy gained by model calibration will be transfer-
rable to components based on the same material but of dif-
ferent geometries and under different operation conditions, 

FIG 7 Illustration of the scale-up process from the circuit model of (a) single magnetic domain to (b) single-crystal materials and 
(c) polycrystal magnetic materials. 
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the frequency- and amplitude-dependency in the magnetic 
material properties result naturally from the dynamics 
described by the LLG. 

How Artifical Intelligence (AI) Can Help  
With Physics-Based Models?
Physics-based models are powerful tools to predict and 
understand the root cause of magnetic material behaviors. 
However, they will reach a limit when practical issues such 
as material impurities or irregular microstructures are taken 
into account. This is the general issue with bottom-up solu-
tions where scaling-up is the most challenging part. On the 
other hand, typical top-down solutions such as AI-based or 
machine-learning methods are being developed, typically 
with limited physical insights. Therefore, it would be ideal 
that AI and physics-based models could work together in a 
complementary manner to enhance the accuracy and effi-
ciency of modeling magnetic materials. The following are 
two possible ways:
1)	 Data-Driven Modeling on Non-Ideal Physical Factors: 

AI algorithms can be trained on large datasets of experi-
mental or simulated data. By analyzing the data, AI 
models can identify patterns and relationships that may 
be difficult to detect using traditional physics-based 
modeling techniques such as complex microstructures 
in the material. These data-driven models for equivalent 
microstructures can then be integrated with physics-
based models to assist the scaling-up and improve the 
predictive power.

2)	 Optimization and Design Process: AI algorithms can 
be used in conjunction with physics-based models to 
optimize the design of magnetics for specific applica-
tions. For example, AI models can be used to identify the 
optimal parameters for the circuit models that can 
enhance the entire performance of a power electronics 

system, such as the optimal shape of a magnetic compo-
nent or the optimal material’s structure. 
Overall, the integration of AI and physics-based models 

will help in developing more accurate, efficient, and com-
prehensive models for the complex behaviors in magnetic 
materials and facilitate the WBG applications. By leverag-
ing the strengths of both approaches, the goal is to develop 
a physics-informed intelligent model that bridges the gap 
between material science and power electronics as illus-
trated in Figure 8. By integrating the two areas, system-
level inputs on the component specification can be provided 
to guide the material development, while the physics-based 
model will facilitate the identification of new material and 
their properties predictions. 

Conclusion
Equivalent circuit modeling is expected to be an effective 
way to connect the material’s properties with their compo-
nent behaviors in the power electronics systems. This arti-
cle discusses a circuit model derived from the equation of 
motion for magnetic domains that concisely represents and 
illustrates material dynamic physics. The objective is to pro-
vide a new layer of foundation to explain the nonlinear com-
plex behaviors in magnetic core losses and permeabilities. 
Single magnetic domain dynamics has been simulated, 
which serves as the basis for the hierarchical scaling that 
entails the incorporation of more physical mechanisms as 
couplings among the single-domain circuits. The circuit 
model can be integrated with system level simulations 
where the magnetic component is used, thereby providing a 
path penetrating the material properties and the circuit 
applications. As power electronics continue to advance, it 
becomes increasingly important to delve deeper into the 
underlying principles and behavior of these systems through 
fundamental research. By doing so, a more comprehensive 

FIG 8 Equivalent circuit modeling scheme connecting material-level structure and component-level performance without need of 
trial-and-error prototype measurements; it also provides guidelines on material microstructure to expedite the material develop-
ment and optimization process.
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understanding can be gained of the complexities involved 
and identify new avenues for innovation and advancement, 
enabling us to push the boundaries of what is possible and 
achieve new levels of performance and efficiency in power 
electronics.
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