
Lowering peak power and electricity bills 
through optimal demand scheduling. 

HE WORLD IS CURRENTLY UNDERGOING AN 
energy transition driven by countries’ efforts in 
decarbonizing their economies to both mitigate 
anthropogenic global warming and avoid costly 
fuel supply disruptions. Replacing fossil-fueled 

generators with renewable energy sources is a key method  
of decarbonization, but renewable power generation is 
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intermittent and nonsynchronous. These factors 
decrease synchronous inertia and alter the availabili-
ty of power on an electrical grid’s supply side, threat-
ening the grid’s stability and reliability. Additionally, 
shortages in available power can lead to exorbitant 
electricity prices, threatening the finances of electric-
ity consumers. 

Challenges in Load Management
Demand response (DR) methods seek to address these 
effects by actively managing the level of electricity 
demand in response to the available power supply. DR can 
thus mitigate the ill effects of renewable energy sources 
on electrical grids and protect consumers from sudden 
price shocks.

One of the most prominent forms of DR is price-based 
DR (PBDR). PBDR programs enable loads to intelligently 
determine their operation in response to price signals 
sent by utilities or DR aggregators. The resulting DR action 
can be as simple as a load shutting off if electricity prices 
exceed a certain threshold to a load determining its daily 
operation schedule using an optimization function, usual-
ly to minimize the cost of electricity purchased. The latter 
is a very desirable form of PBDR, as it naturally shifts load 

operation to coincide with periods of low prices and 
high supply, leading to consistent savings for 

load operators and decreased demand 
when power is less available 

(thereby improving grid reli-
ability). To maximize the 

effectiveness of load-
shifting PBDR pro-

g ra m s , 

the chosen loads must be highly deferrable and interrupt-
ible; i.e., the load must be able to delay its operation and 
(once started) cease operation on command. This limits 
suitable loads to those in which users will not notice 
interruptions in operation or those that have access to 
energy storage that enables them to continue operation 
without drawing power from the grid.

Given the previous limitations, commercial refrigera-
tion systems have several advantages when used in DR. 
Because it takes time for refrigerated items to heat up, 
commercial refrigerators can be switched off for tens of 
minutes with no ill effects. The presence of variable-speed 
compressors, adjustable expansion valves, and active 
defrost units gives operators additional flexibility in plan-
ning a refrigerator’s power consumption outside of a sim-
ple on–off switch. Typical commercial refrigeration 
systems possess a wide variety of sensors and network 
connectivity, which can aid automation efforts. Commer-
cial refrigeration systems are common in terms of geo-
graphic distribution and constitute a considerable 
demand, consuming roughly 4% of the total electrical 
energy generated in the United States annually. Lastly, 
refrigeration is significantly more power intensive than air 
conditioning, giving PBDR program operators more con-
trollable demand (kilowatts) per unit enrolled. All of these 
qualities combine to make commercial refrigeration an 
extremely attractive load type for use in DR.

DR programs have used the heating, ventilation, and 
air-conditioning systems of buildings to provide DR for 
many years now. Load shifting and peak demand reduc-
tion have been provided by preheating or cooling build-
ings at the request of grid operators. Fast frequency 
response and emergency generation capacity have been 
provided using automated remote-control systems 

installed in utility customers’ air conditioners and 
water heaters. Being a related technology, refrig-

eration systems have been 
thoroughly investi-

gated for DR but 
have yet to 
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see widespread enrollment. The contributions of this arti-
cle are twofold. First, a simple thermal control prototype 
based on empirical measurements and suitable for 
deployment on low-computational-power devices is 
developed. Next, mixed-integer programming is used to 
examine the effects of daily variations in refrigerated 
stock on optimal compressor-control schedules and 
potential reductions in electricity costs. This mixed-inte-
ger program can be used to set an optimal daily schedule 
of compressor operation, which after a year of simulated 
operation was found to decrease electricity costs and 
energy consumption by 7.48% and 5%, respectively.

Testing Platform
To develop a realistic thermal model, a preexisting smart 
home and an automated demand response (ADR) demon-
stration project were repurposed into a testing platform. 
The platform was originally constructed to demonstrate 
the effectiveness of shifting refrigerator loads using the 
OpenADR communication standard as part of a joint proj-
ect between the University of Tennessee and Grid Fruit 
LLC, funded by the Oak Ridge National Laboratory’s RevV 
program with the goal of spurring technology innovation. 
The aim of the testing regime that followed was to collect 
enough data to determine the heating and cooling rates of 
a refrigerator when various levels of load mass are to be 
refrigerated. These data set was then used to construct a 
mathematical thermal model of the system for use in a 

scheduling mixed-integer linear program (MILP). Empirical 
data and curve fitting were used in the model construc-
tion for two reasons. First, the testbed refrigerator 
lacked documentation on several key values necessary 
for the use of differential heat-transfer equations. Sec-
ond, it was desired that the final scheduling program be 
able to run on edge-computing devices with low com-
putational power, such as a Raspberry Pi, preventing the 
use of ODE solvers.

Demonstration Platform Components and Topology
The testing platform was developed as a technology dem-
onstrator for pairing the OpenADR demand response 
communication standard with commercial refrigerators 
and freezers. The platform consists of the following com-
ponents: an Igloo FR3201 refrigerator, a central develop-
ment PC, a Raspberry Pi 4, a UbiBot WS1 wireless 
thermometer, an IotaWatt Wi-Fi power monitor, and two 
Songle SRD-05VDC relays. Given that the refrigerator only 
consumes around 100 W when turned on, the relays 
would likely need to be uprated for full-scale use. Exclud-
ing the power monitor, which was only needed for testing, 
the total component cost is around US$133: US$35 for the 
Raspberry Pi, US$90 for the UbiBot thermometer, and US$8 
for the relay boards. The development PC receives air tem-
perature readings from the UbiBot thermometer and sim-
ulated locational marginal price (LMP) and ADR signals via 
the reading of XML files formatted in the OpenADR stan-

dard. The Raspberry Pi receives 
commands from the development 
PC and activates or deactivates the 
corresponding relays; the thermo-
stat control relay enables or dis-
ables the stock thermostat while 
the compressor control relay direct-
ly turns the compressor on or off. 
Figure 1 shows the overall architec-
ture of the system, with orange 
lines representing the flow of data 
and control signals and green lines 
showing the flow of electricity. 
Units meant for actual deployment 
would eliminate the development 
PC and receive temperature and 
ADR signals directly, as shown by 
the solid orange lines.

There are two control schemes 
that the system can use. The first 
involves simple dead-band logic: 
as long as the air temperature is 
between an upper and a lower 
bound, the compressor is turned 
off. As soon as the air tempera-
ture exceeds the upper bound, 
the compressor is turned on until 
the air temperature is below the 
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Figure 1. Test platform topology and information flows.
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lower bound, at which point the compressor is turned 
off again. The second control scheme turns the com-
pressor on or off at preset times, given that the current 
air temperature is between the upper and lower 
boundary temperatures. If the temperature is outside 
the boundaries, the compressor is turned on or off 
until the temperature is within bounds. The times 
when the compressor state is to be set can be deter-
mined by the user, an optimal scheduling MILP, or 
OpenADR signals.

Determining the System’s Heating and Cooling Rates
To characterize the system’s thermal behavior, heating 
and cooling curves were recorded with three different 
amounts of stock to be refrigerated. These amounts were 
16 kg, 8 kg, and 0 kg of water, hereafter referred to as the 
full-, medium-, and no-stock conditions, respectively. To 
perform a cooling test, the requisite amount of room-tem-
perature (21 °C) water for the given stock condition was 
placed into the refrigerator, and the refrigerator’s com-
pressor was set to a constant on state. The refrigerator’s 
internal air temperature was then recorded every 15 s for 
the length of time it took for the internal air to cool to 0 °C 
from room temperature. Heating tests were conducted 
immediately following the conclusion of a cooling test by 
turning off the compressor and 
recording the internal air tempera-
ture until it returned to 21 °C. The 
U.S. Food and Drug Administration 
defines refrigeration temperature 
as being less than or equal to 5 °C; 
as such, the collected data were 
truncated to include values only 
within that temperature range. Lin-
ear curve fits were performed on 
the remaining data to obtain heat-
ing and cooling rates for the given 
stock conditions in the 5 °C to 0 °C 
temperature range. See Table 1. 

Thermostatic and Optimized Scheduling 
Simulation Methods
Using the data collected via the experiments discussed in 
the previous section, two different models were con-
structed that simulate the system’s temperature and 
power consumption over the course of 24 h. Datasets 
containing historical outside air temperature, real-time 
(RT) LMP, and day-ahead (DA) LMP were obtained, and 
simulations were repeated with varying daily datasets to 
model a year of continuous system operation. The first 
set of simulations provides a baseline where the refriger-
ator is only capable of hysteretic control from the factory-
installed thermostat. The second set uses an optimal 
scheduling MILP to directly control the compressor and 
minimize electricity costs for the current day. Both simu-
lation types share several elements, such as variations in 
refrigeration stock throughout the day and outside tem-
peratures affecting system power consumption. 

Elements Present in  
Both Simulations
There are several commonalities between either simula-
tion type, the first of which is the LMP and outdoor tem-
perature datasets. Hourly DA and RT LMP values from 1 
January 2022 to 1 January 2023 were obtained using the 

5
4.5

4
3.5

3
2.5

2
1.5

1
0.5

0

Te
m

pe
ra

tu
re

 (
°C

)

5
4.5

4
3.5

3
2.5

2
1.5

1
0.5

0

Te
m

pe
ra

tu
re

 (
°C

)

0 10,000 20,000 30,000 40,000 50,000 60,000 0 5,000 10,000 15,000 20,000 25,000 30,000 35,000

Time (s) Time (s)
(a) (b)

No Stock Medium Stock Full Stock

Figure 2. Temperature-over-time data for full-, medium-, and no-stock conditions. (a) Cooling test results. (b) Heating test results.

TABLE 1. Curve-fit equations and corresponding  
heating or cooling rates.

Test Condition Curve-Fit Equation T∆, °C/s r2 Value

Full-stock cooling –0.00009*t + 4.3496 –0.00009 0.9443

Medium-stock cooling –0.0001*t + 3.9998 –0.0001 0.9218

No-stock cooling –0.0029*t + 4.9556 –0.0029 0.9911

Full-stock heating 0.0002*t + 0.4274 0.0002 0.9886

Medium-stock heating 0.0004*t + 1.1054 0.0004 0.8803

No-stock heating 0.0016*t + 0.1949 0.0016 0.9622
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PJM Data Miner tool for Athenia, NJ, USA. Hourly outdoor 
air temperature readings over the same time period were 
obtained from Newark Liberty International Airport using 
the Iowa Environmental Mesonet (IEM) service. Athenia 
was chosen as the simulated location because of its distri-
bution voltage level (26 kV) and urban location with signif-
icant restaurants and grocers, making for a good 
representation of commercial refrigeration’s typical oper-
ating environment. Lastly, each daily simulation is made 
up of 144 time steps or 10 min/time step, starting at 
12 a.m. on the current day and ending at the same time 
the following day. The length of time steps is chosen to 
ensure that the compressor remains in each state for a 
long enough period to avoid short cycling; turning a com-
pressor on and off in rapid succession consumes excess 
power and can drastically shorten the unit’s life span.

As can be seen in Table 1, the heating and cooling rates 
are mostly linear, with an average r2 value of 0.95 (r2 is a 
statistical measure showing how well the data fits a 
regression model). Figure 3 presents the equations used in 
both simulation types. Given this, (1) in Figure 3 is used in 
each simulation to approximate future internal air 

temperatures by multiplying the appropriate heating or 
cooling rate by a certain amount of time and adding that 
value to the current internal air temperature. To simulate 
future temperatures for refrigeration stock levels that do 
not have recorded curves, linear interpolation, (2), is used. 
Here, X is the mass of the refrigerated stock for the off-
curve condition and T is the predicted temperature. X1, T1, 
X2, and T2 are the refrigerated stock mass and temperature 
from the corresponding curve. For example, if X equals 
4 kg, X1 and T1 would be from the no-stock condition and 
X2 and T2 from the medium-stock condition. The coeffi-
cient of performance (COP) (3) is the efficiency of a reverse 
heat engine. The refrigerator’s COP is affected by the tem-
perature differential between the outside air and the con-
denser. If the refrigerator’s evaporator temperature is held 
constant, higher outside air temperatures decrease COP 
and vice versa, causing significant seasonal variations in 
system power consumption. COP can also be thought of as 
the product of the Carnot efficiency, K and h; K gives the 
maximum COP possible for a reverse heat engine, while h 
is an assumed percentage value for the system’s actual 
efficiency due to its physical properties. 

To find the change in COP, we must first determine the 
baselines of several values. COPbase is set at 1.625 to match 
average COP values for commercial refrigerators. TH is 
285.59 K since condensers are typically rooftop mounted, 
and that was the average outdoor temperature in the con-
tiguous United States for 2020. TC is 269.75 K; this was 
found by measuring the evaporator surface temperature 
with an infrared thermometer. Kbase and h are then calcu-
lated to be 17.4 and 0.07, respectively. The compressor in 
the test system draws 38 W of power at steady state; using 
this value, Qbase = COPbase * 38 * 3600 = 171,000 J of heat are 
removed over the course of an hour. It should be noted 
that the values of hbase and Qbase have not been empirical-
ly confirmed nor do they need to be since we are only con-
cerned with the differences between COP values at a 
certain TH and not the absolute COP values. To maintain a 
constant rate of cooling, the required power must change 
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Figure 3. Equations used in both simulation types.
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Figure 4. Refrigerated stock variation patterns.
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as TH does. This power can be calcu-
lated using (5) in Figure 3, with h and 
TC equaling 0.07 and 269.75 K, respec-
tively, and TH being the outdoor air 
temperature at the desired time.

The amount of refrigeration stock 
throughout the day is either held con-
stant or varied according to a set pat-
tern depending on the test scenario. 
This pattern is as follows: at 8 a.m., a 
grocery store has just opened, and the 
refrigerators are assumed to be fully 
loaded with 16 kg of stock. The 
amount of refrigerated stock then 
decreases linearly over the course of 
the day, reaching a nadir at 8 p.m. 
From 8 p.m. to 12 a.m. and from 
6 a.m. to 8 a.m., the refrigerators are 
restocked at a constant rate until the 
stock levels reach 16 kg. The stock lev-
els over time for each test scenario 
can be seen in Figure 4. By implementing this stock varia-
tion pattern, the loss of thermal inertia that would occur 
as customers remove products from the refrigerators over 
the course of a day can be accounted for.

Thermostatic Baseline Simulation
To determine the effect of load variation on optimal 
scheduling, a baseline for comparison was established by 
simulating the operation of the test fridge under the con-
trol of a basic thermostat using a rule-based model. In this 
case, the refrigerator is following the simple dead-band 
logic described in the section “Demonstration Platform 
Components and Topology” and can easily be simulated 
using loops and conditional statements. See Algorithm 1.  
First, Theat and Tcool, which are the possible internal air 
temperatures in the next time step if the system heats or 
cools, respectively, are calculated using the current refrig-
erated stock levels and (1) and (2) of Figure 3. Next, if Theat 
is greater than 5 °C, it means that the dead band has been 
broken, and the system must start cooling. The compres-
sor state, p, is set to 1, T(i + 1) is set equal to Tcool, and P is 
calculated using (5). Similarly, if Tcool is less than 1 °C, p 

and P both equal 0 and T(i + 1) is set 
equal to Theat. The lower dead-band 
boundary is set to 1 °C to ensure that 
the water remains liquid and the 
additional complexity introduced by 
the phase change from liquid to solid 
can be avoided.

If the current temperature is with-
in the dead band, the system could 
either be in a cooling cycle or heating 
up after a cooling cycle has finished. If 
the former, that means p(i-1) would be 
1 and if the latter, p(i-0) would be 0. 
When either of these cases is true, 
that means p(i) must be set to p(i-1) 
and P and T(i + 1) assigned the corre-
sponding values according to the pat-
tern from the first two conditions. 
The only exceptions to these rules are 
the simulation’s initial conditions. In 
this case, the first day has T(0) set to 

2 °C and p and P set to 0. For the following days, the initial 
conditions are set equal to the previous day’s final states. 
It can be seen in Figure 5 that cooling cycles become 
more frequent later in the day as refrigerated stock reach-
es its nadir and the system has the lowest amount of 
thermal inertia.

Optimal Scheduling Program Simulation
Optimal device scheduling in response to price signals, 
weather conditions, or other factors is a well-explored 
topic. In our case, the objective function seeks to mini-
mize the cost of electricity purchased each day while 
keeping the refrigerator’s internal air temperature 
within safe boundaries. As such, only a single decision 
variable, p, which describes the on–off state of the com-
pressor is needed. Each daily optimization was solved 
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Figure 5. Sample of temperature profiles from thermostatic simula-
tions for 2 July 2022. 

In our case, the 
objective function 
seeks to minimize 
the cost of 
electricity purchased 
each day while 
keeping the 
refrigerator’s 
internal air 
temperature within 
safe boundaries.

ALGORITHM 1: Thermostatic simulation 
pseudocode.

For i in 0 through 144:
Calculate Theat and Tcool using (1) and (2).
If Theat ≥ 5 °C:

T(i + 1) =Tcool, p(i)=1, P(i) calculated using (5).
ElseIf Tcool ≤ 1 °C:

T(i + 1) =Theat, p(i) and P(i)=0
ElseIF p(i-1) =1:

T(i + 1) =Tcool, p(i)=1, P(i) calculated using (5).
Else: 

T(i + 1) =Theat, p(i) and P(i)=0
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using Gurobi Optimizer running in 
a Python 3.9.12 programming envi-
ronment. Figure 6 presents the opti-
mal scheduling MILP. Figure 7 
describes the usage of heating and 
cooling data in the thermostatic 
and MILP simulations. As shown 
in Figure 8, the schedule optimiz-
ing MILP produces schedules that 
account for hourly variations in 
price by precooling the refrigerator 
during low-price, low-compressor-
power periods so that the com-
pressor can be disabled during 
high-price, high-compressor-pow-
er periods. Mornings and nights 
are the typical low-price periods 
with afternoons and evenings hav-
ing higher prices due to greater 
demand. This trend is generally 
the same for compressor power as 
mornings and nights usually have lower outdoor tem-
peratures compared to midday, barring heat waves or 
cold snaps.

Simulation Results
A total of 20 scenarios were simulated 
to examine the influence of stock 
variation and how it may affect opti-
mal scheduling algorithms. These 
simulation runs were divided into 
four groups of five. The first two 
groups examined the performance of 
the thermostatic and optimal sched-
uling control methods with the 
amount of refrigerated stock held 
constant. The stock was held constant 
in each test but decreased in incre-
ments of 4 kg between tests from 
16 kg to 0 kg. The third and fourth 
groups also examined the difference 
between thermostatic and optimal 
scheduling control but with refrigera-
tion stock now varying throughout 
the day. For each test, the amount of 
refrigerated stock followed one of the 

patterns shown in Figure 4. Values of interest are the cost 
of electricity based on the DA LMP, the amount of energy 
used during a given period, and peak power consumption. 

Analysis of One Year  
of Simulated Operation  
Under Both Methods
To determine the potential of 
commercial refrigeration systems 
as DR resources, two factors are 
examined. First, the effect of con-
stant and variable refrigeration 
stock is analyzed to draw some 
general conclusions on how stock 
levels impact system operation. 
Next, the performance of thermo-
static and optimal scheduling 
simulations is compared in terms 
of electricity cost, energy usage, 
and peak power demands (see 
Figure 9). The goal is to determine 
if the optimal scheduling program 
can produce consistent reduc-
tions in electricity cost when the 
thermal performance is derived 
experimentally from a real-world 
test system. In addition, energy 
usage and peak power demand 
are examined to determine if 
optimal scheduling programs may 
have deleterious effects on the 
refrigeration sector’s overall ener-
gy consumption or the grid’s abili-
ty to meet demand during peak 
demand periods. 

Decision Variables

p Compressor State

Parameters

LMPDA Day-Ahead Locational Marginal Price

p Compressor Power Found Using (5)

T System Air Temperature for Current Stock

Tmed Medium-Stock Air Temperature

Talt Air Temperature for Full- or No-Stock Conditions

stock Mass of Refrigeration Stock

Minimize: Σ1
144 p(i)∗LMPDA(i)∗P(i)∗ 3,600 ∗10–5600

Subject to:

p(i ) == 1 >> Talt(i) == T(i ) – 0.00009 ∗ 600, i ∈ [stock(i) ≥ 8,000]
(6f)

T(i+1) == Tmed(i) + (stock(i ) – 8,000) ∗              , i ∈ [stock(i) ≥ 8,000]
Talt(i ) – Tmed(i )

8,000

(6g)
(6h)

p(i ) == 0 >> Talt(i) == T(i ) + 0.0016 ∗ 600, i ∈ [stock(i) < 8,000] (6i)
p(i ) == 1 >> Talt(i) == T(i ) – 0.0029 ∗ 600, i ∈ [stock(i) < 8,000] (6j)

T(i+1) == Talt(i) + (stock(i ) ∗                  , i ∈ [stock(i) ≥ 8,000]
Tmed(i ) – Talt(i )

8,000
(6k)

T(i ) ≥ 1 °C, i ∈ [1,144] (6a)

(6)

T(i ) ≥ 5 °C, i ∈ [1,144] (6b)

p(i ) == 0 >> Tmed(i) == T(i ) + 0.0004 ∗ 600, i ∈ [1,144] (6c)

p(i ) == 1 >> Tmed(i) == T(i ) – 0.0001 ∗ 600, i ∈ [1,144]
(6d)

p(i ) == 0 >> Talt(i) == T(i ) + 0.0002 ∗ 600, i ∈ [stock(i) ≥ 8,000]
(6e)

Figure 6. Optimal scheduling MILP. 

The result is a 
nonlinear 
relationship where 
the greater ease of 
cooling conflicts 
with increased 
heating rates to 
determine how much 
energy is needed to 
maintain a certain 
temperature.
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Influence of Refrigerated  
Stock Variation
In both thermostatic and optimal 
scheduling, for constant-load scenari-
os in the range of 16 kg to 8 kg, the 
cost, energy usage, and peak power 
increase as the amount of refrigerat-
ed stock decreases; the yearly DA 
cost, yearly energy usage, and average 
peak power increased on average 
13%, 9%, and 1.3%, respectively. In the 
range of 8 kg to 0 g, the trend reverses 
with a significant drop in prices and 
energy usage going from 8 kg to 4 kg 
and a smaller decrease going from 4 
to 0 kg. The amount of energy used by 
the system is determined by both the length and frequen-
cy of cooling cycles, which are themselves determined by 
the system’s thermal inertia. High-inertia cooling cycles 
are long but infrequent, while low-inertia cooling cycles 
are the opposite. In other words, the lower the thermal 
inertia, the less energy is needed to cool, and so cooling 
cycles become shorter. On the other hand, less energy is 
needed to heat the system as well, and so more cooling 
cycles are needed to maintain a certain temperature. 
The result is a nonlinear relationship where the greater 
ease of cooling conflicts with increased heating rates to 
determine how much energy is needed to maintain a 
certain temperature.

A similar result can be observed when it comes to sim-
ulations using the refrigerated stock variation patterns, 
though the magnitude of increases in the 8-to-16-kg range 
is smaller: 9%, 6%, and 0.55% for yearly DA cost, yearly 
energy usage, and average peak power, respectively. This 
can be explained by the mass of refrigerated stock being 
greater on average in variable-stock scenarios than in con-
stant-stock scenarios. For example, the 8-kg nadir scenar-
io has an average refrigerated stock mass throughout the 
day of 12.351 kg versus a constant 8 kg for the constant-
stock scenario. This can be taken to the logical extreme 
with the 0-kg nadir scenario, which has an average stock 
mass of 8.7 kg versus 0 kg for the constant stock. Because 
the variable-stock scenarios must always be fully 
restocked to 16 kg, they will always have more thermal 
inertia to work with and will more closely resemble higher 
constant-stock scenarios. This is relevant to real-world 
operation as the amount of stock at a given time can dras-
tically alter a system’s heating and cooling requirements, 
as shown in Figure 10. A practical recommendation then 
would be to sync up the restock periods to maximize the 
system inertia before the high-price periods.

Energy and Financial Savings
Possible reductions in cost, energy usage, and peak 
power can be determined by comparing these values 
between the relevant thermostatic and optimal 

scheduling simulations. In general, 
optimal scheduling of commercial 
refrigerators leads to reductions in 
electricity cost and energy usage and 
a small increase in peak power 
usage. For constant-stock simula-
tions which are idealistic, optimal 
scheduling can reduce the yearly DA 
cost and yearly energy usage by 8.6% 
and 5.36%, while the peak power 
consumption barely increases by 
0.14%. For variable-stock simula-
tions, the 16-kg scenarios are 
excluded since, by nature of how the 
variation patterns are created, they 
actually maintain a constant stock 

of 16 kg. For the remaining four simulation types of 
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Figure 7. Usage of heating and cooling data in thermostatic and 
MILP simulations.

A practical 
recommendation 
then would be to 
sync up the restock 
periods to maximize 
the system inertia 
before the high-price 
periods.
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realistic variable stocks, the optimal scheduling algo-
rithm reduces the average yearly DA cost by 7.48%, 
decreases the average yearly energy consumption by 
5.00%, and increases the average peak power consump-
tion by 0.72%. It should be noted that most of the reduc-
tions in energy consumption occur in the 4- and 0-kg 
nadir scenarios as the change in energy consumption 
for the 12- and 8-kg nadir scenarios is marginal.

The reductions in electricity costs occur as the optimal 
scheduling algorithm preemptively cools the system to a 
low temperature before a high price period so the system 
can heat up over said high price period and not require 
the compressor to be on. The reduction in energy con-
sumption is the result of the optimal scheduling algo-
rithm being able to carry out variable-length cooling 
cycles; when operating under thermostatic control, the 
system will always cool from high to low temperature 
extremes and then allow itself to heat back up to 5 °C or 
near it. It may be more energy efficient to maintain the 
temperature at a certain level instead of allowing this 
heating to occur, which can be done using short and rapid 
cooling cycles, as seen in Figure 10. Lastly, the optimal 
scheduling algorithm increases peak power consumption 
since daily outdoor temperatures usually peak slightly 
before electricity prices. This means that the preemptive 

cooling usually takes place during the hottest part of the 
day when the condenser is the least efficient.

Commercial refrigeration systems typically take the 
form of refrigerated cabinets and walk-in units, of which 
there were 706,000 and 837,000 buildings equipped with 
each, respectively, as recorded in the 2018 U.S. Energy 
Information Administration (EIA) Commercial Buildings 
Energy Consumption Survey; cabinets used 499 billion 
kWh of electricity while walk-in units used 546 billion 
kWh, costing their operators US$47.73 billion and 
US$51.64 billion annually to operate. Assuming equal 
levels of savings are possible with full-sized commercial 
systems as the simulated testing platform for both 
cabinets and walk-in units, each building with cabi-
nets could expect to save US$5,056.94 (= 47.73 *  
109 * 0.0748/706,000) and reduce their energy consumption 
by 35.34 MWh (= 499 * 109 * 0.05/706,000 kWh). Using simi-
lar calculations, buildings with walk-in units can expect 
US$4,614.90 and 32.62 MWh in cost and energy usage 
reductions. Reductions in electricity consumption would 
also lower a building’s carbon emissions; the production 
of a kilowatt hour of electricity releases 0.387 kg of CO2 
per EIA estimates. Optimal scheduling systems could 
therefore stop 13.68 kilotons and 12.62 kilotons of CO2, 
respectively, from entering the atmosphere per building 
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due to the operation of cabinets and walk-in units. 
Assuming an average commercial building has 10 of 
either unit type, the total retrofit cost would be 
US$1,330; this would provide a return of 2.8 [= 
(5,056.94−1,330)/1,330] and 2.47 [= (4,614.9−1,330)/1,330] 
for cabinets and walk-in units respectively. If imple-
mented on a nationwide basis, the use of optimal load 
scheduling for buildings with commercial-grade refriger-
ation cabinets and walk-in units could result in a net 
financial savings of US$7.43 billion, 52.25 million MWh 
lower electricity demand, and 20,220 megatons of CO2 
emission reductions.

Caveats to the Savings Analysis
There are several factors associated with deployment on 
full-sized commercial systems that suggest the prior 
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savings analysis is underestimated. First, the current 
analysis was done using an optimal scheduling MILP 
that can only control a constant-speed compressor since 
that is the only power-consuming component in the 
current test platform. In reality, full-sized commercial 
systems commonly have additional power-consuming 
components, such as defrosters, variable-speed com-
pressors, and interior fans. By factoring in the presence 
of these features, future optimal scheduling MILPs 
would have significantly more control options for how 
and when power is being used. Second, full-sized com-
mercial systems will have a much greater thermal iner-
tia because their larger internal volume allows for more 
refrigeration stock to be held inside. While the available 
surface area for heat transfer on the outside of the 
refrigerator is also larger in full-sized systems, increases 
in volume always outpace increases in surface area. This 
ensures that inertia gains from scaling up a system will 
be greater than the increased exterior heating load. The 
additional thermal inertia increases the system’s flexi-
bility, allowing for deeper precooling and longer periods 
where the compressor can be off. These two factors 
mean it is likely that the potential cost savings could be 
boosted into the 10%–30% range predicted in the exist-
ing literature.

Conclusions
An analysis of the potential reductions in energy con-
sumption and electricity cost from implementing an 
optimal scheduling algorithm in commercial refrigera-
tion systems was estimated using empirical heating and 
cooling data and simulated systems. Heating and cool-
ing data of a real-world test refrigeration system were 
collected and used to construct two models of the refrig-
eration system; one system operated under thermostat-
ic controls, and the other was intelligently scheduled 
using linear optimization to minimize electricity costs 
in response to DA hourly LMPs. A year of operation 
was simulated for both systems with varying levels of 
load in response to historical weather and price data. 
The optimal scheduling algorithm reduced electricity 
cost and energy consumption by 7.48% and 5%, 
respectively, while slightly increasing the peak power 
demanded by the system. These results are likely 
underestimated since the scheduling algorithm is not 
able to control other components, such as defrosters 
and variable-speed compressors, necessitating further 
analysis to be more certain of the savings potential of 
commercial refrigeration. 
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