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ABSTRACT

Nowadays, there is a clear need for Machine Learning methods capable of extracting relevant and reliable
information from synchrophasor data. In this paper, the application of an explainable data-driven method is
carried out in order to inspect the performance of DNN classifier for event identification using synchrophasor
measurements. The DNN classifier is the Long-Short Term Memory (LSTM) which is suitable for the extraction
of dynamic features. The key advantage of this approach is the use of an interpretability inspection named
SHAP (SHapley Additive exPlanation) values, based on cooperative game theory (Shapley values), which
provide the means to evaluate the predictions of the LSTM and detecting possible bias. The main contributions
are stated as follows: (i) it explains how the LSTM classifier is making its decisions; (ii) it helps the designer
to improve the training of the classifier; (iii) certify that the resulting classifier has a consistent and coherent
performance according to domain knowledge of the problem; (iv) when the user understands that the classifier
is making coherent decisions, it clearly reduces the concerns of the application of DNN methods in critical
infrastructure. Additionally, the proposed approach is evaluated using real synchrophasor event records from
the Brazilian Interconnected Power System (BIPS).

Acronyms

ANN Artificial Neural Network
BA Balanced Accuracy

FC Fully Connected

GT Generation Tripping

IAR Identification Accuracy Rate
LT Line Tripping

0S Oscillation

PMU Phasor Measurement Unit

RNN Recurrent Neural Network

WAMS Wide-Area Monitoring Systems

* Corresponding author.

1. Introduction

Nowadays, the use of Phasor Measurement Unit (PMU) data for the
power system operators is a reality and there are several commercial
Wide-Area Monitoring Systems (WAMS) systems spread around the
world. Thanks to the advance of the WAMS, the power system operators
have direct accesses to a large amount of data bring a valuable source of
information to the control centers. When compared to the traditional
SCADA systems, the main advantages of PMU measurements are the
synchronization and higher sampling rate making possible to observe
the power system dynamics.

Therefore, there is a necessity to explore algorithms of data science,
such as Artificial Neural Network (ANN), since they may allow fast
and efficient extraction of significant information about the EPS. In
the previous studies, the majority of the approaches have explored
the application of machine learning (ML) techniques using feature
extraction for event identification. In [1], the authors proposed a
method for event detection and identification in real-time based on
a moving window Principal Components Analysis (PCA). The authors
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were able to precisely detect and classify generation loss, load shed-
ding, and islanding events using real synchrophasors data from the
U.K. power system. In [2], the authors proposed an event identification
method that performs a postmortem analysis on real synchrophasors
data of the Indian power system. The method combines an Empiri-
cal Wavelet Transform (EWT), for feature extraction, with a random
forest classifier. In [3], a real-time event detection and classification
were performed using a signal energy transformation. The detection
was realized with the Teager—Kaiser Energy Operator (TKEO) and the
identification was noticed using an Energy Similarity Measure (ESM),
for feature extraction with a 1-NN (Nearest Neighbor) classifier. The
authors were able to accurately detect and classify real synchrophasors
events of the Indian grid. Recently, Deep Neural Network (DNN) models
can take advantage of representation learning, i.e., learning represen-
tations of the data that makes it easier to extract useful information
when building classifiers or other predictors [4]. Therefore, by using
this technique other representations can be learned directly from the
data without the necessity of featuring engineering techniques [4]. By
definition, feature engineering is the process of using domain knowl-
edge to extract features from raw data. These features can be used
to improve the performance of machine learning algorithms [5]. For
example, traditional ML methods can easily create a prediction for
structured data when feature engineering is done beforehand. The DNN
models can extract the main features of the data without the necessity
to use additional methods reducing the necessity of manual application
of feature engineering. Additionally, recent advances in deep learning
demonstrate that deep models, which are formed by a cascade of non-
linear transformation without the assistance of any feature extraction
technique can achieve higher accuracy rates [6,7].

In these DNN models, the representations are formed by the com-
position of multiple non-linear transformations to yield more abstract
and more useful representations [4]. In a recent paper [8], the authors
emphasized the potential of DNN models to solve problems in different
power system areas. One of these works is [9], where the authors
presented an interesting idea about application of Convolutional Neural
Network (CNN) for event identification using postmortem analysis
without feature extraction methods by relaying in a DNN model, and
taking advantage of the representation learning. Besides, the authors
in [10] proposed an identification of successive events using a CNN
for classification. Also, the authors proposed a method to train the ex-
tracted dominant eigenvalues of the dynamical system and the singular
values of the data matrix instead of direct measurements time-series.

One of the most relevant DNN models is the LSTM, which is a special
Recurrent Neural Network (RNN), and has been performing well in the
extraction of features of time series capable of solving long-term de-
pendencies [11]. This recurrent model has shown superior performance
in many research fields such as image captioning [12], NLP (Natural
Language Processing) [13], involving a series of dynamic problems like
text classification [14], machine translation [15], and speech recog-
nition [16]. This superior performance in these dynamic problems is
due to the recurrent nature of the LSTM and its great capability of
learning time-series patterns [11]. The LSTM has been applied to many
power systems solving many problems such as real-Time identification
of power fluctuations [17], using the LSTM to estimate the power
fluctuations from real-time frequency signal, short-term residential load
forecast [18], comparing the LSTM with some state-of-the-arts models
in load forecasting, wind power forecasting [19], using the LSTM in
the forecasting along with a sequential correlation feature extraction,
detection of non-technical losses [20], using the LSTM to detect the
irregularities in power usages, and power disaggregation, based on a
supervised LSTM trained to extract the power the target power signal
of the appliance or sub-circuit. Regarding the event identification, the
authors in [21] proposed a method for line trip fault prediction in
power systems using the LSTM and a Support Vector Machines (SVM).
The authors proved that Long—Short Term Memory (LSTM) is suitable
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for extracting the features of numerous time-series in an EPS appli-
cation. In [17], the LSTM is employed for real-time identification of
power fluctuations, showing that these fluctuations could be accurately
identified.

In all these works, the performance evaluation is limited to the
Identification Accuracy Rate (IAR) of the resulting black-box classifier
for a specified data-set. These deep models lack the interpretability
of their predictions in the sense that is not clear how and why they
arrive at a particular prediction [22]. This is further aggravated by
the cascade of non-linear transformations, which is becoming deeper
and deeper in recent models. The lack of knowledge about the way the
classifier performs the identification can raise concerns for high-risk
environments (critical infrastructure) such as the EPS, and especially
in event identification when controlling actions are taken after the
event identification. The level of reliability must be high, or the actions
could have serious consequences in the EPS. In addition, when the
classifier fails the designer will not have a clear direction to improve
the classifier performance. Even though the classifier is retrained and
incorporated the fail events in the data-set, there is no indication that
the problem is solved. This can be a clear constraint for the application
to DNN methods in power systems. To overcome this problem, we have
proposed to use an interpretability technique called SHAP (SHapley
Additive exPlanation) values [23], which is based on the game theory
method named Shapley value [24], to understand if the LSTM classifier
takes its decisions in a reasonable and coherent way according to the
domain knowledge of the power system events problem. To reach this
goal, we have explored a deep LSTM network (without the assistance
of feature extraction techniques) for the identification of events in
practical power systems. The performance evaluation is carried out by
the IAR and the interpretability inspection using SHAP values. This
technique allows us to identify what is really important in the input,
highlighting the parts of the time-series with the most contribution to
the identification of each event type. Furthermore, this interpretability
technique can also provide a better understanding of how a DNN can
be trained. This helps the designer to improve the training process of
the classifier.

The paper is organized as follows. In Section 2, we present the
problem statement and how our approach is contributing. In Section 3,
the data-set of Brazilian Interconnected Power System (BIPS) events
records is described. In Section 4, the design of the LSTM classifier
is presented. The interpretability method is presented in Section 5. In
Section 7, the performance of the classifier is assessed using the real
events records from BIPS. The conclusions are presented in Section 8.

2. Problem statement and our approach

In the event identification problem, the power system operators
need something more than a black-box classifier that just attribute a
label to an specific event such as: Generation Tripping (GT), Loading
Shedding (LS), Oscillation (OS), Line Tripping (LT), and Islanding. It is
also useful to know why and how the classifier is taken its decisions.

To achieve this goal, we have proposed an approach based on
time-series by means of an LSTM network. For instance, we have 10
seconds frequency record time-series classified as OS event by the
LSTM, and sub-divided into six time-steps x,¢ = 1, ..., 6. The proposed
approach is described in Fig. 1. Therefore, using the SHAP inspection
the magnitude of the contribution ®® for each time step ¢ = 1,...,6
can be estimated separately. Finally, by evaluating the size of the
magnitudes of the contributions, a ranking for contributions is built that
helps to evaluate that which ones are more important (or not) to the
identification of this event.

Realizing how the event was classified is mainly important to detect
possible bias, patterns that are not according to domain knowledge of
the events and inconsistencies. Thus, the main focus of this work is to
propose an explainable data-driven classifier, named LSTM-SHAP and
presented in Fig. 2(b), that is re-trained not only observing the highest
IAR but after the SHAP inspection of the LSTM classifier.
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Fig. 1. Event identification using an usual LSTM data-driven method (black-box).
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Fig. 2. Our approach using LSTM with SHAP Inspection compared with standard data-
driven. (a) Standard Data-driven approach, trained focusing only to obtain the highest
IAR of the Test-set. (b) Explainable Data-driven approach (LSTM-SHAP).

2.1. Contributions

In summary, the main contributions of our explainable data-driven
approach are as follows: (i) Application of SHAP inspection for real
time-series analysis using the LSTM; (ii) Identification and location of
the parts of the input time-series with most contribution to the classi-
fication of the events; (iii) Understanding of how the DNN classifier is
making its decisions in the identification of the events in a EPS critical
infrastructure; (iv) A new methodology for training using both the IAR
and the interpretability inspection.

3. Data-set description

The data-set is a collection of 168 real events, occurred between
June 2010 to July 2015 [25], acquired by the Medfasee Project Low
Voltage synchrophasor system (LV-WAMS) which covers all the BIPS
[26].

Events data-set

Four types of events are considered: Generation Tripping (GT),
Loading Shedding (LS), Oscillation (OS) and Line Tripping (LT). It
should be noted, reflecting what happens in practical systems, the
majority of relevant events collected are GT and LS resulting in an
unbalanced data-set. To overcome this issue, the following data aug-
mentation techniques [27] were applied for LS, OS and LT events:
variable median filter, which is used to change the size of the spike; time-
shifting, which is used to change the position of the spike in time; and
injection of noise.
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Table 1
Data-set splitting.
Set Event type
GT LS LT 0os Total
Training 36 13 6 3 58
Test 49 34 18 9 110
Table 2
Examples generated in training-set.
Events type GT LS LT oS Total
No of examples 523 522 522 522 2089

All the time-series are frequency records (acquired at 60 sam-
ples/second) because the PMUs are connected to the distribution sys-
tem. A total time window of 10 s (600 samples), consisting of one
second of pre-event (system frequency normal behavior) and 9 s of post-
event, is considered. In order to train the classifier the data-set was split
into a Training-set (34.524%), and a Test-set (65.476%), represented in
Table 1, by randomly selecting the events in the database. The resulting
training-set obtained by the application of the data augmentation tech-
nique is presented in Table 2. It can be observed that the dataset has
almost the same number of training examples per event. Regarding the
size of training-set, in general, for traditional problems such as image
and text classification the data-sets are split in 70%-30% (training—
testing), where the training-set is greater than the testing-set. However,
time-series problems usually have different train-test splits with almost
the same number of samples for training-test such as presented in [28].

The data was normalized according to

X=X . .
Xealed = <—’””’ ) (max — min) + min ¢
Xmax = Xmin
where min = —1, max = 1 are the feature ranges for scale. The limits
are set to x,;, = 59 Hz and x,,,, = 61 Hz, which are the boundaries

established for this normalization. This normalization rescales the input
time-series into the fixed range (—1,1) making the training faster and
improving the convergence.

4. LSTM classifier

The main goal of a machine learning classification model is to
predict the class label for unlabeled input instances. These features
instances can be described by feature values from a feature space.
These predictions are realized based on background knowledge and
knowledge extracted from a sample of labeled instances (usually in the
form of a Training-set) [29]. In this section, we present an overview of
the LSTM classifier used in this paper. For the LSTM the input vector
is x € R%%, representing a frequency record time-series of 600 samples
and the output vector is y € R*, representing the specified classes (GT,
LS, OS and LT). For the given Training-set, described in the precious
section, D = {x; € Ry, e R*,i = 1,..., N} contains N = 2089 pairs
of training data and the corresponding labels. y;‘ is a binary vector
where only the kth entry is 1, if x; belongs to class k. This is known
as one-hot encoding. When the input to the LSTM classifier is x;, the
output class score for x; is ;.

4.1. LSTM network

The LSTM is based on a gradient-based method proposed by [11].
The LSTM is a upgraded RNN model with a special memory cell. The
architecture of the LSTM memory cell is presented in Fig. 3.

The recurrent transition of the LSTM model is given by

j-(t)
;(1)
oW
g(t)

=W,h" D+ W xD 1+ b ()]
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Fig. 3. LSTM memory cell.
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where W, € R4 denotes the input weight matrix, W, € R%>4x
denotes the recurrent weight matrix, b € R**» denotes the bias matrix
and the initial states h® € R%; ¢ € R% are model parameters. The
+ operator denotes the Hadamard product and d,, is the number of the
units.

The time ¢ presented in Fig. 3 and in the set of Egs. (2)-(4) is know
as time-step. Following the definition of the term time-step used in [30]
we refer to the term time-step in this work as set of samples subdivided
from the time-window defined that establish the order of the time-
series. Usually in electrical engineering especially for transient studies
the term time-step refers to the integration step used in the solution of
the differential equations. However, in Deep Learning the term time-step
is related to the order of a sequence, for example in a NLP problem such
as text classification each word of a sentence will be the time-step 7 used
in the LSTM for classify the text.

One of the main differences of this model in compare with RNNs is
that the LSTM has an additional memory cell ¢ with nearly linear
update which allows the gradient to flow back through time more
easily [31]. The LSTM memory cell is regulated by the set of gates
i, 7% and 50. The forget gate f determines the extent to which
information is carried over from the previous time-step 7 — 1, and the
input gate i controls the flow of information from the current input
x®. The output gate ) allows the model to read from the cell. This
model can be represented by

Y = LSTM([c¢"D, h¢=D],x®, ) 5)

where the LSTM(-) computes Egs. (2)-(4). At the time-step ¢, the
LSTM(-) uses the previous state of the network [c¢“~D, A®~D] and
the current time-step ¢ of the sequence x to compute the output
6 and the updated cell state c¢). The LSTM layer, represented in
Fig. 4, illustrates the flow of the information for a time-series X =
{xM,x@ . x(O} with m features (channels) of length 7, where each
point x» € R™. The parameters of the LSTM layer are represented by
0={W, W_b}

4.2. Proposed LSTM classifier

In this work, better generalization results have been obtained with
the function ReLU (see Eq. (6)) in place of tanh(-) as in Eq. (3) and
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Fig. 5. LSTM classifier.

(4). Also, the output layer activation function is softmax(-). The LSTM
classifier structure is represented in Fig. 5. The penultimate layer is a
Fully Connected (FC) layer with the main purpose of reducing the over-
fitting of the previous LSTM layers with the use of dropout technique
in this layer.

ReLU(z) = max(0, z) (6)

The input vector x € RO is translated (or subdivided) into 7 time-
steps, as described in Fig. 4. Then, the LSTM receives a time-series in
the form X = {x,x@, ... x(P} € R™" where each point x® € R" in
the time series is a m-dimensional vector x* = [xg'), x(zt), X
dependent of r computed as m = &TO.

In this structure, the LSTM hidden layers, for the given time-step ¢,

are given by

. mis

hGD = LSTMReLU([C(SJil)v h(m—l)]’ x(f)’ g(s))’
@)
s=1--n = 1
where n, denotes the last hidden layer (number of hidden layers).
The information flows to all LSTM layers along all the times-steps
t =1,...,7, as described in Fig. 4. Then, the output of the last LSTM
layer in the last time-step h"»~1?) is fed to the FC layer with the ReLU
to increase the sparsity. Therefore, the FC output is computed as

hpc = ReLUW T h"n=17) 4 B) )

(=D, ()
where W € R% denotes the weight matrix, B € R% denotes
/
the bias matrix of the FC layer, d;f ), s' =0,...,n, is the dimension of
©0)

d

(np
xd,

the layer s/, = 600 is the dimension of the input layer and di(ln")
is the dimension of the FC layer. The output class scores y € R* are
computed from

9 = softmax(W°)" hyc + B°) (©)

where W° € ]Rd;rnh)x“, denotes the output weight matrix, B° € R*
denotes an output bias matrix.

To train a suitable parameter set @ = {6¥,s = 1,...,n, — 1,
W,B,W?° B°}, we minimize the cross-entropy loss function, and the
optimal parameter set @ can be computed as

N 4

_ : kg ok
0= argmin — Z 1yl. log 3! (10)

1

N
where N = 2089 is the number of training examples, yf.‘ corresponds
to the kth element of one-hot encoded label of the example x;, yf
corresponds to the kth element of ;.

The stochastic gradient descent method RMSprop [32] is employed
with a decay y = 1 x 107 and learning rate = 0.001. Also, the
Xavier initialization [33] and batch normalization with momentum «
are used. In order to improve the generalization capacity, the dropout
technique is used. The dropout is applied to LSTM layers and FC. Due
to a acknowledged noise problem of applying dropout to the standard
LSTM [34], the dropout applied to the LSTM layers is known as
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variational dropout that uses the same dropout mask at each time-step,
the standard dropout uses different masks at different time steps [35].
Furthermore, the dropout technique is used along with the constraint
|lw| < ¢, where w represents the vector of weights incident on any
hidden unit and c is a fixed constant. This constraint is imposed during
training by projecting w onto the surface of a ball of radius ¢, whenever
w goes out of it [36]. The dropout is applied to the LSTM and FC layers.
This combination has been proven to be one of the most efficient ways
of avoiding over-fitting [36].

5. Interpreting LSTM predictions using SHAP inspection

To understand how complex models take decisions is a relevant
problem for data science applications [24]. Several methods were
proposed in literature to cope with this issue, such as LIME [37],
DeepLIFT [38], Layer-wise and Relevance Propagation (LRP) [39].
However, these methods still lack of a theoretical background in order
to be properly applied in real-world applications. Recently, the authors
in [23] proposed the SHAP values method that is embedded with
some formal definitions, axioms, and proprieties based on cooperative
game theory that help to fill this gap. First, the authors state that any
explanation of a prediction model must be a model itself. Thus, they
introduce the term explanation model g which is the best interpretable
approximation of the original prediction model f [23]. Second, based
on game theory concepts known as Shapley values, they show theoret-
ical results that guarantee a measure of feature importance that other
methods only approximate.

5.1. Game theory: Credit allocation

The area of game theory is generally divided into two branches
called non-cooperative game theory and cooperative game theory. In
the non-cooperative game, the actors in the game are individuals
players, i.e., they do not cooperate with each other in any way [40]. In
the cooperative game, the players in the game are coalitions (group
of players) where they cooperate with other forming sets with no
order or hierarchy. Thus, given the coalitions and their sets of feasible
payoffs as primitives, the question tackled is the identification of final
payoffs awarded to each player [40]. The problem of credit allocation
is direct related to cooperative game theory working with coalitions
of players instead of individuals players [41]. The process of credit
allocation is based on subdivide the credit of an activity between the
players according to some responsibilities and benefits [41]. This credit
allocation must encourage the cooperation between the players to
induce the efficient use of the resources. More specifically, the Shapley
value (¢;(f,x)) is one way to distribute the total gains to the players,
assuming that they all collaborate. In the event identification problem,
a coalition is defined by a set of interpretable input feature values (or
players) and the output of the coalition is the value of the prediction
made by the model. So, there is a set Z (of M players or features) and
a conditional expectation function f,.(S) = E[f(x)|S] that maps subsets
S of players to the real numbers: £,(S) : 25 - R, with f,(S)(#@) = 0,
where § denotes the empty set [24].

5.2. Shapley values

The Shapley values ¢;(f,x) are used to explain a prediction f(x)
by a set of single numerical values representing the impact of each
feature x; on the prediction model f(x) given by the single input x. The
authors in [42] states that Shapley values ¢;(f, x) are the only method
of allocation that obeys a set of desirable properties known as Shapley
properties 5.2.1. These properties are important to guarantee that the
resulting explanation model g is able to properly interpret the original
function (f).
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5.2.1. Shapley values properties
Local accuracy. The local accuracy property is given by the following
equality

M

F)=do(f, 0+ Y, b,(f,%) an

Jj=1

where ¢y(f,x) = E[f(x)]. The local accuracy property forces the
attribution values to correctly capture the difference between the ex-
pected model output E[f(x)] and the output for the current prediction
fx) [42].

Consistency. For any two models f and f/, if

FUSUD = IS 2 £ (SU LD = f(S) 12)

For all S € Z \ {j}, then q&j(f’,x) > ¢;(f,x). This property guarantee
that if a feature j is more important (greater) in one model f’ than
another f, then the importance attributed ¢; to that feature j should
also be higher. The feature value contribution ¢;(f,x) represents the
contribution to the payout, weighted and summed over all possible
feature value combinations (coalitions). Following game theory con-
siderations [23], it can be proven that only one solution of credit
allocation satisfies the Shapley values properties 5.2.1 and that solution
@;(f.x) is given by

(M =S| =1)!
BB D soun- 1 a3

: ——— N

player j player j
presented not presented

where S is a subset of the features used in the model, f,(S) = E[f(x)|S]
is the expected value of the model over the training subset .S, M is
the number of input features, Z is the set of all M input features
and ¢; € R. These feature contributions ¢;(f,x) can be negative or
positive depending on how they contribute to the prediction. The major
drawback to compute the traditional Shapley values is the high compu-
tational burden because the sum in Eq. (13) has 2™ coalitions, i.e., it
is necessary to estimate (retrain) 2™ models to compute the Shapley
values. In order to tackle this issue, the authors in [23] proposed a
sampling processes that approximates the terms of Eq. (13).

¢;(fx)= Y

SCZ\{j}

5.3. SHapley Additive exPlanation (SHAP) framework

The main innovation from SHAP is the use of the linear model to
represent the classic Shapley values matching the Shapley properties.
The additive feature attribution methods are the basis on that the SHAP
framework compute its values. This simplified linear model is given
by [23]:

M
g =do+ ) ¢,7) a4
j=1

where z/ € {0,1}™ is the simplified inputs, M is the number of
simplified inputs features, and ¢; € R. Explanation models often use
simplified inputs z’, also known as the coalition vector, that map to the
original inputs through a mapping function z = h,(z). In the coalition
vector, an entry of 1 means that the corresponding feature value is
present and 0 that it is absent, this is very similar to Shapley values
where we need to simulate that only some features values are playing
(“present”) and some are not (“absent”) [24].

5.3.1. SHAP values
Mathematically, the SHAP values can estimated by the conditional
expectation function f,(z) of the original function f defined as

fx(@) = f(h(z") = E[f(2)lz5], (15)

where S is the set of non-zero indexes in z’, to define simplified
inputs [23]. To compute the SHAP values we must combine the condi-
tional expectations f,(z’) with the classic coalition game theory from
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Elf(z)]  E[f(z) | 2] Pr(z) Elf(z) | z1,22] E[f(z) | 21,22, 73]
1 1 1

—o

—

3
%o ™ —

Fig. 6. SHAP values explain how to get from the base value E[f(x)] that would be
predicted if we did not know any features to the current probability output Pr(x).
This diagram shows a single ordering [x,, x,, x;,x,] of the 4!. For non-linear functions
the order in which features are introduced matters. SHAP values ¢,(f,x) arise from
averaging the ¢, values across all possible orderings that follow the Shapley properties.
Source: Adapted from [23].

Shapley value (Eq. (13)). SHAP values attribute to each feature the
change in the expected model prediction when conditioning on that
feature x;.

For example, consider a simple binary classification problem repre-
sented by the logistic regression model f, with output y = f(x) € {0,1}.
This model, used for probability estimation, is composed by a linear

regression g and a sigmoid function:

1
P = T e et (o)
where Pr(x) = Pr(y = 1|x), which ranges from 0 to 1, is the output
probability of class 1, g(x) = wy + ij  w;x; is a linear regression with
bias w,, weights wi,j=1,...,4 and input features x = [x;, X,, X3, x4].

The main purpose of SHAP is to provide a methodology to compute
the individual contribution ¢; of a particular input feature x; to the
overall model estimative. The procedure is illustrated in Fig. 6 for the
case of n = 4, representing one single ordering. This is realized comput-
ing the contribution ¢; using the conditional expectations E[f(z)|zg]
(Eq. (15)) starting with a null entry (no feature) that results in base
value (¢y = E[f(x)]). Afterwords, the other features are added one by
one and their respective contributions are estimated by the E[f(z)|zg]
using the base value as a reference. It should be noted that the output of
the contribution ¢;(f, x) is a real number that can be positive ¢;(f, x) >
0 (in red) or negative ¢ i(f.x) <0 (in blue). In this particular case, like
the classification problem, the positive and negative values increase or
decrease the value of the probability estimated, respectively. There are
n = 4! possible orderings (or permutations) that can have different con-
tributions. However, only the ones that follow the Shapley properties
are evaluated and their average is used as final result. Finally, the sum
of contributions (Z;‘. ¢,(f,x)) must satisfy the local accuracy property
(Eq. (11)).

In Fig. 6, the features ¢;,j = 1, ...,3 are positive because they push
the E[f(2)|z] higher (increasing the probability output Pr(x)) and ¢, is
negative because it pushes the E[f(z)|zs] lower. These values explain
the output probability Pr(x) as sum of the effects ¢; of each feature
being introduced into the conditional expectation [23]. In practice, the
base value E[f(x)] are computed by taking the average of Pr(x) over
a background data-set, a sub-set of the training set. Also, for ANN is
very difficult to emulate missing features and compute the E[f(z)|zg].
So, the mapping function A4, must emulate the missing features from
features samples of the background data b, , as represented in Fig. 7.

The exact computation of SHAP values are still hard, but one
advantage is that is not necessary to retrain 2™ models as in the classic
Shapley values estimation. So, in order to speed up the computation of
SHAP values we apply the Deep SHAP method that is suitable for deep
neural networks.

5.3.2. Deep SHAP

The Deep SHAP is a combination between DeepLIFT and Shapley
values [23] taking advantage of compositional nature of ANN (net of
neurons). The DeepLIFT is a recursive prediction explanation method
for deep networks that attributes to each input x; a value Cij 4y that
represents the effect of that input being set to a reference value as
opposed to its original value [38].

International Journal of Electrical Power and Energy Systems 136 (2022) 107594

hy(2)
Coalitions —— » Features values

instance ,_ 2|22123|24 = Xi|X2|X3|X4

2=105.2,5,3] ST ‘T 0521503
(all presented)

instance z = 7= F1%2|23 | 2= XX | X3 X4

[0.5,2,5,3] with 0ol1lo 05121513

absent features +

by, b

X4
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maps to the feature values of z. For absent features 0, maps to the values of a randomly
sampled background data instance bx/' So, the E[f(z)|zg] = f(h(2") = f(2).

Source: Adapted from [24].
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Fig. 8. Fully linear model.
Source: Adapted from [43].

The basic idea for computing SHAP values using DeepSHAP can be
understood considering a fully linear model, as presented in Fig. 8.
In this simple model the input feature x; can follow two possible
paths. The exact SHAP value for this input is obtained by summing the
attributions along all possible paths between that input x; the model’s
output y [43].

Focusing on the blue path highlighted, the path’s contribution to
¢(x,) is the product of the weights along the path with the difference
among x; and its base value E[x,] given by

pCxp) = wl w6y = Elx ). a7)
The contribution of the blue path to q&(hf) is
(h?)
2y _ 202 2 2 _ 1
¢(hl) = wz(hl - E[hl]) = w2 = m (18)

Substituting Eq. (18) in Eq. (17) results in the contribution to ¢(x,)
in terms of ¢(h?)

Plxp) = Lh?)w(”(x - Elx,) a9

T R !

For Deep models, with hidden activation’s functions (non-linearities)
such as ReLU, sigmoid, and tanh we cannot simply backward the
products weights along the paths. So, DeepSHAP uses some of DeepLIFT
properties known as rules that simplify the ANN, linearizing the non-
linear components of the ANN. DeepLIFT established the following
properties [38]: Chain, Rescale, and RevealCancel rules. The chain
rule is important to backpropagating the multipliers dy/dx across all
neurons. Rescale rule and RevealCancel can be used to simplify the
non-linearities and propagate the attributions to get ¢;.

In Fig. 9(a), a non-linear neuron model g is presented as example to
show how SHAP values are approximated using the Rescale rule. Under
this rule SHAP values are computed for & as ¢(h) = g(h)—g(E[h]), given
the local accuracy property and because the g node has only one input,
o)
dy ¢t
dh ~ h—E[h]
Then, dy/dh is propagated it back linearly using the chain rule, obtain-
ing

(20)

Mw (x; = Elx;]),

P = e
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Fig. 9. Neuron model where g is a non-linear function and 4 = Zj‘ w;x;. (a) Rescale
rule (b) RevealCancel rule.
Source: Adapted from [43].

approximating the non-linear attributions [43].

The RevealCancel rule, presented in Fig. 9(b), partitions x; into
positive and negative components (intermediate nodes h, and h_)
based on the condition w;(x; — E[x;]) < t (where 1 = mean value of
w;(x; — E[x;]) across j) forming the nodes

hy =Y 1{w;(x; - Elx;]) > t} w;x;, and (21)
J

ho= Y Hw,(x; - Elx;]) < thw;x;. (22)

J

This rule computes the exact SHAP attributions for 4, and h_

D, = 5180+ h0) = g(Elh,1+h )+

(23)
g(hy + E[h_]) — g(E[h ]+ E[h_])]
=1 _
bp_ = 2[g(h+ +h_)—g(E[h ]+ h_)+ 24)
g(hy + E[h_]) — g(E[h_]+ E[h_])]
then propagates the resultant SHAP values back linearly.
[ _ . _
¢j =¢(xj)= Ww/(){] E[.XJ]), if LU/-(XJ- E[Xj])>t. 25)

mwj(xj - E[xj])y otherwise.

Note that the contribution ¢; is derived in term of the intermediary
nodes using the chain rule [43]. The RevealCancel rule exactly explains
the non-linearity and a partition of the inputs to the linearity as a single
function prior to backpropagating, thus improving the rescale rule as

demonstrated in [43].
6. Methodology

The proposed methodology is detailed as follows putting all the
concepts together showing how to apply the SHAP inspection on the
LSTM for the event identification problem.

Step 1: Train the LSTM classifier. The LSTM classifier is trained
the on the Training-set, minimizing the cross-entropy loss according
to Eq. (10). The performance of identification is given by IAR (Iden-
tification Accuracy Rate) and Balanced Accuracy (BA). The IAR or
Classification Accuracy is a simple and very used metric to evaluated
the performance of the classifier. By definition, IAR is the ratio of
number of correct predictions to the total number of input events:

N
IAR% = =<2t o 100% (26)

total
where N grect 1S the number of correctly classified events and Ny is
the total number of the events. It should be noted that IAR is an index
of overall performance and it is not useful to evaluate the performance
of a specific class. For example, the overall performance of the classifier
may be satisfactory however it may be failing to classify one specific
type of event. Thus, in order to verify the performance of the classifier
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for each class the precision per class is computed. Thus, the precision’s
GT%, LS%, LT% and OS% are as follows:
GT

correct

— X% 100%
NGT
LS

Ncorrect % 100%
NLS

LT

correct
— X 100%
NLT

NOS
correct X 100%
Nos

where N&Tﬁect, N]c“grrect, N]c“;rrrect, N?osrrect denote, respectively, the number
of correctly classified events for GT, LS, LT, and OS. The number of
events for GT, LS, LT, and OS are denoted, respectively, by Ngt, Nig,
Ni1, Nos. The BA is calculated as the average of the proportion of each
class individually. This is necessary due to the imbalance of the number

of classes in the Test-set.

GT% =

LS% =
@7
LT% =

0S% =

Step 2: Sample the background set for DeepSHAP. The background
data-set are sampled from the Training-set to compute the base values
E[f(x)];,k = 1,...,4 (one base value for each event type GT, LS, LT
and OS), E[x;].j=1,...,600 and conditional expectations E[f(z)|zg].

Step 3: Select events from test-set for inspection. Some events of the
Test-set are selected for inspection. We choose to select one correctly
classified event of each type, to give insights about what is being
learned to correctly classify the events, and the misclassified events,
to give insights about why the classifier made the mistake, using the
base value E[f(x)] of the correct label to compute the SHAP values.

Step 4: Apply DeepSHAP for the LSTM to compute the SHAP values.
The DeepSHAP method is applied to the LSTM classifier to compute
the SHAP values in order to provide explanations about the selected
events. The most important parts are highlighted in the time-series
input. The direct result of the application of the Deep SHAP method
are the sample value contributions 43;” for each sample j in the time-
step t, representing the average contribution over the PMUs signals of
the event. These results allow the user to see what samples are most
significant in all time series to identify a specific event. Other way to
extract information from SHAP values is to verify which time-steps ¢
(set of samples) most contributed to the event identification. This is
realized by calculating the sum value of the sample contribution 43;')
for each time-step ¢, combining set of samples of the same time-step ¢,
using
m

o0 =3 ¢" (28)

Jj=1

where m is the dimension of x, and ¢ = 1, ..., z. One interesting point
of using the time-steps contributions @ instead of using the sample
contribution qgﬁ.” is that we still maintain the local accuracy propriety
(Eq. (11)), so

T T m
Y o0 =3¢ = f(x)- E[f(x)] 29)
=1 =1 j=1

Step 5: Inspect the predictions of the LSTM. For each event type
(GT, LS, LT and OS) the SHAP inspection is applied identifying the
main contributions (SHAP values) involved in the classification of these
events, both local and global explanations. The local explanation stands
for explaining single predictions, and the global explanation deals
with understanding the predictions globally in general by combining
multiples local explanations providing summaries of the classifier and
time-steps. As presented in [44], by combining many local explanations
is an effective way of obtain global explanations about the classifier.
The global explanation are presented using some visualizations tools
of SHAP values: the bar chart of the SHAP average magnitude, and
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Fig. 10. LSTM-SHAP classifier training process.

beeswarm plot (or dot plot). These contributions are computed using
the DeepSHAP with the RevealCancel rule. The predictions of the LSTM
are inspected observing the coherence of the classifier and detecting
possible bias in the LSTM predictions based on the knowledge domain
of the events.

Step 6: Improvements of LSTM based on the SHAP inspection. The
use of the knowledge obtained through the SHAP inspection is used to
improve the LSTM creating a new model LSTM-SHAP, correcting the
bias and improving the coherence of the classifier predictions.

The obtained knowledge through the SHAP inspection is used to
improve the LSTM by creating a new classifier LSTM-SHAP, correcting
the possible bias and inconsistencies, and improving the coherence of
the classifier predictions. Therefore, after applying modifications to
data and/or model, for every trained LSTM model with different initials
conditions and hyper-parameters, we observe not only the IAR and BA
of the Test-set, but also observe the SHAP values of the selected events,
both locally and globally. This process is represented in Fig. 10.

The main purpose of SHAP inspection is to obtain an LSTM that
have the main contributions ®® according to domain knowledge of
the events. For example, the LSTM should be able:

1. To identify the downfall in frequency for GT events;

2. To identify the rise in frequency for LS events;

3. To identify the spikes in the beginning of the time-series for LT
events;

4. To identify the oscillation peaks (maximum and minimum) soon
after the spike for OS events.

Thus, implicitly we introduce this domain knowledge into the LSTM
training process.

7. Performance evaluation in BIPS events

The evaluation of the LSTM classifier are performed using both
the identification rate and the interpretability inspection using SHAP
values.

7.1. Performance of classifying the events (IAR and BA)

The LSTM classifier is trained offline using the Training-set. We
chose different initialization values of LSTM parameters and obtain
multiple sets of parameters. The trial and error method has used for
evaluation of LSTMs results on the Test-set, and the best one evaluated
in the Test-set is selected. According to Table 3, the LSTM classifier has
three hidden layers with 60, 40 and 30 neurons, respectively. The FC
layer has 30 neurons. The dropout rate applied to each layer is 0.3,0.4,
and 0.5, respectively.

The results presented in Table 4 displays that the LSTM classifier
shows a high IAR for GT, LS, LT and OS events. The classifier can
identify the events with an overall IAR equal to 98.182%. Also, the
BA% achieved for the LSTM classifier is presented.
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Table 3
Best parameters of LSTM classifier.
n, Neurons Dropout rate a
3 60(40]30 [0.3, 0.4, 0.5] 0.55
Table 4
Performance of LSTM classifier for identifying the events.
GT% LS% LT% 0S% IAR % BA%
97.959 100.0 94.444 100.0 98.182 98.101
1.2

7=8, IAR=98.182%, BA=98.101%

1 2 3 4 5 6 8 10 12 15 20 24 30 40 50 60 120
T

Fig. 11. Performances of LSTM classifier in relation to the number of times-steps r.
Best performance at 7 = 8.

Table 5
Performances of MSVM, MLP, and LSTM.
Classifier GT% LS% LT% 0S% IAR % BA%
SVM 85.714 94.118 66.667 88.889 87.273 83.847
MLP 100.0 91.176 66.667 88.889 92.727 86.683
LSTM 97.959 100.0 94.444 100.0 98.182 98.101
Table 6
Misclassifications of MSVM, MLP, and LSTM.
Classifier GT LS LT oS Total
MSVM 7 2 2 3 14
MLP 0 3 2 3 8
LSTM 1 0 0 1 2

Performance relation to time-steps . The number of time-steps z, de-
scribed in Fig. 4, is important in the performance of LSTM. The results
in Fig. 11 indicate the IAR and BA in the test-set of the LSTM classifier
as a function of 7. Usually, the LSTM has an optimal 7, in most case
the LSTM has worse performance when 7 is higher than this optimal
value. The LSTM classifier has the best performance with = = 8. An
interesting point is the terrible performance of LSTM with higher time-
steps values = > 40. This is due to the saturation in the extraction of
LSTM in learning the dynamic features.

7.1.1. Comparison of different classifiers

In order to show the advantage of our classifier in compare with
other known methods from literature, we compared the LSTM with MLP
and Multi-Class SVM (MSVM). The IARs of the MSVM, MLP and LSTM
are compared in Table 5.

The misclassifications presented in Table 6 show that the LSTM
classifier made only one error for GT and OS events. Therefore, the
LSTM incorrectly classifies only 2 events in the total of the Test-set.
The misclassifications are labeled as event 9 and event 98, representing
the position in the Test-set. Event 9 is a GT event that was classified as
LT, and event 98 is a LT event that was classified as GT.

The MSVM is the extension of binary-class SVM with one-vs-rest
scheme using the Radial Basis Function (RBF) as kernel and regular-
ization parameter C = 6.722, obtained using a 10-fold Cross-Validation
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Table 7
Base values E[f(x)].
ELf(0)]er Elf(0)hs E[f )]y E[f(®)]os
0.7725 0.1958 0.0247 0.0071
lagenta time-steps push the prediction higher ¢ Blue time-steps push the prediction lower
Base value - GT LSTM output - P(GT)
0.40 0.60 0.7725 1.00 1.20

time-step 8 time-step 7

Fig. 12. Force plot of LSTM for Event 3.

and BA% as score function. The MLP classifier also have three layers,
similar to LSTM, and the main difference is the replacement of the
LSTM layers with the FC layers. Also, the training parameters are equal
to the LSTM. The results in Tables 5 and 6 indicate that the LSTM has
achieved the highest overall IARs among these three classifiers.

7.2. Interpretability inspection of LSTM classifier

In our inspections, we analyzed the correctly classified events,
to understand how the classifier takes its decisions, and incorrectly
classifies events, and also we tried to understand the limitations of the
classifier. The base values (one from each event type) E[f(x)] displayed
in Table 7 are computed from averaging the predictions of the LSTM
classifier over the non-augmented training-set, known as background
data-set.

7.2.1. Inspection of the events

In this section, we will focus on the inspection of GT and LT events
because LS is basically a dual of the GT events and the OS will analyzed
after the improvements in the training procedure.

GT events. The main characteristic of the GT events are the downfall
in the frequency due to the loss of generation in the system. As
suggested in [44] the inspection is carried out by using local and global
explanations.

(1) Local Explanation: The focus of the local explanation is to
interpret each event separately. Looking at a single event we can
numerically estimate the positive and negative contributions given the
base value E[f(x)lgr. In this case, the Event 3, correctly classified as
GT with a probability of P(GT) = 100%, was selected and its force plot
is presented in Fig. 12. The magenta time-steps ¢ are the ones that
contribute to push the probability P(GT) up and the blue time-steps
are the ones that contribute to push the P(GT) down. These @ values
were computed using Eq. (28) with 7 = 8 and m = 000 _ % = 75.
The temporal evolution of this event, highlighting the positive/negative
sample contributions, is presented in Fig. 13. According to this graph
it is clear to identify parts of the time-series which are more relevant
(positive/negative) to the classifier decision taking. As presented, the
time-steps + = 4,5 have the greater contributions. These time-steps
represent the downfall in the middle of the time-series. The negative
time-steps = 7,8 did not have a relevant impact on P(GT), according
to its higher value.

It can be observed from Fig. 13 that the stream of PMUs signals
representing the GT event. The LSTM classifies each PMU signal and a
soft-majority vote (mean value of output probabilities) is token to clas-
sify the whole event. Also, the sample contributions & are computed
by taking the average of contributions over the PMUs signals of this
event.

(2) Global Explanation: The main goal of the global explanation
is to verify which time-steps r have more influence in the classifier
decision for a set of events (in this case GT events). This is obtained
by combining multiples local explanations, expressing by the average
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Fig. 13. Event 3. Frequency PMUs signals with the most relevant contributions
highlighted. Base value E[f(x)]gr = 0.7725.
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Fig. 14. Global Explanation GT events. (a) Bar chart of average & magnitude. (b)
Beeswarm plot of @®.

absolute magnitude of the contributions (|@®|) for each time-step 1.
The beeswarm plot is useful to evaluate the relation between the local
contributions (@") for each time-step ¢ and the input values x®.

The global explanation for GT events is presented in Fig. 14.
Fig. 14(a) exhibits the mean absolute value of the SHAP values for
each time-step ¢ as a standard bar chart, and Fig. 14(b) presents the
beeswarm plot. In this plot, each dot corresponds to an individual GT
event. The dot’s position on the x-axis shows the impact that time-step
t has on the LSTM prediction P(GT), i.e., the @ value. When multiple
dots land at the same x position as in time-step t = 1, where the dots are
near the vertical line, they pile up to show density. The colors represent
the value of the input |x®| from low to high (purple to yellow). This
plot is applicable for visualizing the relationship between the input
()x(’)‘) with the contributions @®.

As presented, the time-steps r = 1,2 (beginning of the time-series)
have a small contribution to the prediction P(GT), and these contri-
butions get higher negative values with lower values of x(’)|,t =
1,2. Moreover, the time-steps t = 5,8, and r+ = 4 have the greater
contributions, with positive values for + = 5,4 and negative values
for + = 8 (Fig. 14(b)). As presented in Fig. 14(b), focusing on the
main time-steps ¢+ = 5,4, we can observe that the events with lower
values of [x®| and ‘x(“) (in blue), have greater values of ®® and
@™ (x-axis), respectively. This relationship is in agreement with the
knowledge domain of GT events that greater deviations of A/ indicate
greater loss of generation. However, GT events with no great deviation
could have problems in being classified as GT based on this relation, as
will be observed for the misclassification (Event 9).

The time-step t = 8 also presents an interesting relation with x®.
The ®@® gets higher values in magnitude when the input |x®| is lower
(see Fig. 13). This represents that P(GT) is pushed down by time-step
t = 8 with higher deviations 4f. As observed, these inconsistencies are
common in the trained LSTM models, representing deceptive temporal
patterns learned by the LSTM. These inconsistencies are important
to understand the reasons for the misclassifications that are usually
related to these deceptive patterns.
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Fig. 15. Force plot of LSTM for Event 39. Base value E[f(x)]i.
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Fig. 16. Event 39. Frequency PMUs signals with the most relevant contributions
highlighted. Base value E[f(x)]r = 0.0247 for both events.
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LT events. The LT events have the main characteristics of the spike
frequency in the beginning of the disturbance, after the spike the
frequency can rise up, go down or stay in steady state, depending on
the post-fault action.

(1) Local Explanation: The LT event selected (Event 39) is shown
as follows. The force plot of this event is presented in Fig. 15, given the
base value of E[f(x)];r. The event was classified with a probability of
P(LT) = 100%. The time-series of the event are presented in Fig. 16,
highlighting the main contributions. It can be notice from Fig. 16
that the spikes and the nominal frequency samples having the most
contribution to the identification. However, the higher contributions
are from the steady state part (time-steps ¢t = 5,4) after the disturbance.
This is a problematic issue because according to the knowledge domain
of this event the most important contributions should be from the
spike’s frequency.

(2) Global Explanation: The global explanation of LSTM for the LT
events is presented in Fig. 17. According to Fig. 17(b) the time-steps ¢ =
5, and 4 are the ones with greater contributions, and both of these time-
steps are positive. The spike, represented by the time-step 7 = 1, has the
lowest contribution and does not have any impact on identification of
this type of event. Also, for the inspected LT events, the contributions
@Dt = 5,4 are higher with greater values of |x®)|,t = 5,4, respectively,
in this case representing values close to the nominal frequency.

This means that the classifier is learning to identify LT events by
examining the steady state part after the disturbance. Therefore, this
biased behavior could cause problems in other type of LT events that
do not reach the steady state frequency operation after the disturbance.
So, even though the LSTM classifier presents a high IAR and BA their

10
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Fig. 18. Event 9. Force plot of the misclassified GT event.
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Fig. 19. Event 9. Misclassified GT event with the most relevant contributions
highlighted. Base value of GT event E[f(x)]lgy = 0.7725.
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Fig. 20. Event 9. Force plot of the misclassified GT event.
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Fig. 21. Event 98. Force plot of the misclassified LT event.

performance behavior is biased and this can only be identified using
the interpretability inspection.

7.2.2. Inspection of misclassified events
In this part, two misclassified events (Events 9 and 98) by the LSTM,
presented in Table 6, will be discussed.

Event 9. The Event 9 was classified as LT with a probability of P(LT) =
100%, however this is an GT event. The SHAP values are computed us-
ing Eq. (13) using the base value of E[f(x)lgr. These contributions are
related to the correct GT event affecting P(GT). The output probability
is P(GT) = 0%. The force plot of this GT event is presented in Fig. 18.
Also, the contributions are displayed in Fig. 19.

It should be noted that the most relevant contributions ¢\ are nega-
tive. The negative contributions are the ones decreasing the probability
P(GT). We also identified that these negative contributions are the
positive contributions of the predicted class LT 20. Thus, we attribute
this misclassification due to small deviation 4f = 0.05 Hz. It occurs in
the time-steps t = 4,3 and 5 close to a steady state behavior, leading to
incorrectly classify this event as LT.

Event 98. The Event 98 was classified as GT with a probability of
P(GT) = 100%, however the correct class is LT. The SHAP values
are computed with Eq. (13) using the base value of E[f(x)];t. These
contributions are related to identification of the correct event of LT
affecting P(LT). The output probability of LT is P(LT) = 0%. The force
plot of this LT event is presented in Fig. 21.
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Fig. 22. Event 98. Misclassified LT event with the most relevant contributions
highlighted. Base value of LT event E[f(x)].r = 0.0247.
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Fig. 23. Force plot of the Event 98. Presenting P(GT) and its base value E[f(x)lgr =
0.7725.
Tore  Tpos
60.75
60.50 ‘\
60.25 ‘
2 .
= 60.00 7
. 60.00 \L \\ 1

50.50 “
59.25 ’

59.00

0 50 100 150 500 550

—_—

200 250 300 350 400 450

Identification Sample

window

Fig. 24. New identification window after SHAP inspection.

Fig. 22 displays the LT event, highlighting the main contributions.
Also, Fig. 23 exhibits the force plot of the predicted class of LT pre-
senting P(GT). It can be observed that the fall in the frequency after
the spike has a negative contribution in identification of LT, making
the LSTM to classify the event as GT due to the deviation.

One interesting point is that contribution of time-step ¢ (@) is the
combination of samples contributions 43;’) in the same time-step 7, and

is more important in compare with the samples contributions QEE.’).
7.3. Improvements of LSTM based on the interpretability inspection

Based on the inspection of the correct and incorrect classified
events, some improvements can be applied in order to improve the
performance of the classifier. First, the main identified problem is the
bias for LT events, since based on EPS domain knowledge the spikes are
supposed to be the most relevant parts in the identification of this type
of event in compare with steady state part of time window. Second,
the initial and final time-steps of the time-series are not useful for the
classification of any event.

One clear strategy is reduction of the time-window. The following
improvements are proposed to re-train the LSTM classifier: (1) the pre-
time (Tp,e) be reduce to 0.25s (15 samples). (2) the pos-event time (7, os)
be reduce from 9s to 1.75s (105 samples), as shown in Fig. 24.

This new LSTM classifier named LSTM-SHAP now is trained by
not only looking at IAR of Test-set, but also inspecting the SHAP
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Table 8
Best Hyper-parameters of LSTM-SHAP classifier.
n, Neurons Dropout rate a
3 60/50/80 [0.1, 0.5, 0.5] 0.55
Table 9
Performances of LSTM, LSTM-SHAP.
Classifier GT% LS% LT% 0S% IAR % BA%
LSTM 97.959 100.0 94.444 100.0 98.182 98.101
LSTM-SHAP 97.959 100.0 100.0 100.0 99.490 99.091
Table 10
Misclassifications of LSTM, and LSTM-SHAP.
Classifier GT LS LT oS Total
LSTM 1 0 0 1 2
LSTM-SHAP 1 0 0 0 1
1.2
7=10, IAR=99.091%, BA=99.490%
1.0
0.8
T7=24, IAR=99.091%, BA=99.265%
0.6
0.4
—eo— JAR
02 —©— BA

10 12 15 20 24 30 40 60 120
T

1 2 3 4 5 6 8

Fig. 25. Performances of LSTM-SHAP classifier in relation to the number of times-steps
7. Best performance at 7 = 10.

Table 11

Base values E[f,(x)] of LSTM-SHAP.
E|f¢(x)]GT Elfd,(x)]Ls E|f¢,(x>]1_-r E|f¢(x)]os
0.7724 0.1956 0.0249 0.0071

values and analyzing the obtained contributions. Therefore, we try
different hyper-parameters in multiples initial conditions. The IAR of
Test-set for the obtained models are compared along with SHAP values
selecting the model with the higher IAR and contributions and mainly
considering the spike to identify LT events. The hyper-parameters of
the LSTM-SHAP classifier are presented at Table 8. The IARs of the
LSTM and LSTM-SHAP are compared in Table 9, and misclassifications
in Table 10. The results in Fig. 25 indicate that the IAR in the test-
set of the LSTM-SHAP classifier is a function of r. As presented, the
LSTM-SHAP classifier has the best performance with = = 10. The
misclassification labeled as event 7 will be inspected later.

In the same way as the inspection executed for the LSTM classifier
we are going to inspect the predictions of the LSTM-SHAP classifier.
Again, the base values of LSTM-SHAP E[f4(x)] (Table 11) are computed
over the background data-sets.

7.3.1. Inspection of the Events using LSTM-SHAP
In this section, the same events discussed for the LSTM classifier are
now presented using the LSTM-SHAP classifier.

GT events. (1) Local Explanation: The force plot of the Event 3 is
presented in Fig. 26, given base value of E[f,(x)lgr- The event was
correctly classified with a probability of P(GT) = 100%.

Also, Fig. 27 displays the Event 3, highlighting the main sample
contributions. The @ values were calculated using Eq. (28) with 7 =
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Fig. 26. Force plot of LSTM-SHAP for Event 3.

j J
60.00
~N
F59.95
>
()
c
$59.90
o
(9]
o &
[T
59.85
59.90% ~
2 2P G0 W 6 o0 6 BT lE
0 60 120 180 240 300 360 420 480 540
Sample

Fig. 27. Event 3. Frequency PMUs signals with the most relevant contributions
highlighted. Base value E[f,(x)lgr = 0.7724.
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Fig. 28. Global explanation of LSTM-SHAP for GT events. (a) Bar chart of average @
magnitude. (b) Beeswarm plot of &®.

120

10 and m = = 12. The parts of the time-series with the most
contribution to classification of this event still face the downfall in the
frequency, identifying the deviation or drop similar to LSTM classifier.
Although, the time-step r = 9 had the negative values for this case and
did not affect the prediction P(GT).

(2) Global Explanation: The global explanation of LSTM-SHAP
for GT events are presented in Fig. 28. Fig. 28(a) exhibits the bar
plot of average SHAP magnitude and Fig. 28(b) presents beeswarm
plot. The time-steps ¢ = 10,9,7 have the most important contributions,
where time-steps ¢ = 10,7 are positively captured the downfall in the
frequency. Also, the events with lower values of |x(?| (in blue) have
greater values of @9, which is coherent with knowledge domain of
GT event.

According to the beeswarm plot, it can be observed that the time-
step t = 9 has a negative contribution, and that the contributions @
increase with higher values of [x(¥|. This inconsistency could cause
misclassifications for events with higher Af, depending on the values
of other time-steps ¢ = 7, 6. As will be discussed later, this is the reason
for the misclassification of the Event 7.

LT events. (1) Local Explanation: The force plot for Events 39 is
presented in Fig. 29, given the base value of E[f,(x)l.r. This event
was correctly classified with a probability P(LT) of 78%. Also, the time-
series of this event is presented in Fig. 30 showing that the samples
with most contribution to the correct identification are now the spikes
(time-step t = 2 and ¢+ = 3). However, there are still contributions
from the time-steps ¢ = 10, 8. This inspection shows that the predictions
of LSTM-SHAP are different from LSTM, which identified the LT from
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Fig. 29. Force plot of LSTM-SHAP for Event 39. Base value E[f,(x)]1.
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Fig. 30. Event 39. Frequency PMUs signals with the most relevant contributions
highlighted. Base value Elf4 ()] r = 0.0249.
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Fig. 31. Global explanation of LSTM-SHAP for LT events. (a) Bar chart of average ®®
magnitude. (b) Beeswarm plot of @®.
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Fig. 32. Force plot of LSTM-SHAP for Event 48. Base value E[f;(x)]og = 0.0071.

the ambient data part. Now, the spikes play a significant role in the
identification of LT.

(2) Global Explanation: Fig. 31(a) displays the bar plot of average
SHAP magnitude, and Fig. 31(b) presents beeswarm plot using the
LSTM-SHAP. The most important time-steps contributions are r =
10,2, 3, both mostly with positive contributions. The time-step r = 10
represents the transitory after spike with the greatest contribution.
Also, the spikes (time-step r = 2 and ¢ = 3) are now having a relevant
contribution to the identification, minimizing the bias presented to
LSTM for the LT event, because the spikes had the lowest contribution
(Fig. 17).

OS events. (1) Local Explanation: The Event 48 is inspected using
following procedure. The event was correctly classified with a proba-
bility of P(OS) = 100%, and the force plot of this event is presented in
Fig. 32, given the base value of E[f,(x)]lps. Also, Fig. 33 displays the
time-series of Event 48, highlighting the main sample contributions .
The samples with the most contribution to correct identification face
the minimum oscillation peak soon after the disturbance, representing
by time-steps t = 8,9 (Fig. 32).

(2) Global Explanation: The global explanation of LSTM-SHAP for
OS events are presented in Fig. 34. It is clear that, the most important
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Fig. 33. Event 48. Frequency PMUs signals with the most relevant contributions
highlighted. Base value E[f,(x)]os = 0.0071.
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Fig. 34. Global explanation of LSTM-SHAP for OS events. (a) Bar chart of average &
magnitude. (b) Beeswarm plot of @,

time-steps are ¢+ = 3,5 and 8, where the time-steps 5,8 have positive
contributions related to the peaks. In most cases, t = 5 and t = 8 are
related to first peak (zenith) and final peak of the window (nadir),
respectively. The time-step + = 3 presents some very high negative
SHAP values (Fig. 34(b)) that push the absolute value of global mean
upward, this shows the reason that the time-step + = 3 presents the
highest mean contribution. As observed from other OS events, this is
related to the spikes that usually presenting in the oscillations events,
since the spikes are important to identify LT and they contribute to
push P(0S) down. Also, the negative contributions of @® increase in
magnitude with higher values of x(3)‘ (higher spikes in frequency).

An example of correctly classified as OS is Event 58, presented in
Fig. 35, with the force plot displayed in Fig. 35(b). This time-step r = 3
represents the spike with a negative contribution. Also, the time-steps
t = 5,6 represent the zenith which are relevant part for the correct
classification.

In general, the LSTM-SHAP classifier is learning to identify the OS
only by the lowest peak at the final time-step of the identification win-
dow. Even though the time-step 7 = 3 has a great negative contribution,
this will not affect the P(OS) in most OS events. Briefly, the summation
of other positive contributions overcome this negative contribution.

7.3.2. Inspection of the misclassified event (event 7) of LSTM-SHAP

The Event 7 was classified as OS with a probability of P(OS) = 54%,
however the correct class for this event is GT. The ®® are computed
from Eq. (13) with the base value of E[f,(x)lgr = 0.7724. These contri-
butions are essential for the correct identification GT event, affecting
P(GT). The output probability for GT is P(GT) = 46%. The force plot of
this GT event is presented in Fig. 36. The Event 7 is presented in Fig. 37,
highlighting the main sample contributions.

The time-steps t = 10,6, 7 have positive contribution for classifica-
tion of the event as GT, but the combined contribution of these time-
steps had limitations to overcome the negative contributions (Fig. 36).
The time-steps 7 = 8,9, and especially the t = 9, present a high negative
contribution that push P(GT) downward (Fig. 28) this is due to high
deviation of Af that presents lower values of |x(9)|.
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Fig. 35. Event 58. (a) Frequency PMUs signals with the most relevant contributions
highlighted. (b) Force plot of LSTM-SHAP for this event.
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Fig. 36. Event 7. Force plot of LSTM-SHAP for the misclassified GT event.
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Fig. 37. Event 7. Misclassified GT event with the most relevant contributions
highlighted. Base value of GT event E[f,(x)lgr = 0.7724.

In a practical power system operation, this type of GT with a
deviation of Af = 0.8 Hz is extremely rare and unusual. So, this
inconsistency is not very problematic for most GT events, making the
LSTM-SHAP classifier an appropriate candidate for most real cases.
Also, if others GT events have a deviation greater or equal to 0.8 Hz
we have a good indication in not trusting the prediction.

7.4. Discussion

The LSTM-SHAP presented a higher BA than LSTM, but above all
else the predictions are more coherent with the knowledge of power
system events. Furthermore, we were able to minimize the bias for LT
in the LSTM classifier. However, there is still an inconsistency with
GT events in time-step + = 9. According to our observations, these
types of inconsistency were normal in all ANN trained models and
were generally related to the misclassifications. The positive side is that
SHAP inspection allow us to discover these inconsistencies the biases,
and as a result be aware about the limitations of these models. This
inconsistency also to be solved (or minimize) using the same procedure
described in 7.3 by focusing on this inconsistency.
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The proposed approach has the main advantage of being explain-
able, when compared with others traditional methods. It provides
explanations to specific predictions (local explanation) and globally.
The explanations about the predictions can help understand about how
the classifier is taking the predictions. Also, using the interpretability
inspection of SHAP values it is possible to highlight the main parts of
time-series that are important to the identification of the events. By
inspecting the classifier we are able to identify bias and inconsistencies
making possible to correct and improve the performance and coherency
of the predictions.

8. Conclusion

In this paper, we propose the application of an interpretability
inspection of the LSTM for event identification using real events records
of the BIPS. The inspection of the LSTM was performed using the SHAP
values method, more specify with the DeepSHAP method. The method
was able to provide consistencies explanations about the LSTM, both
locally and globally. Also, the interpretability inspection was very im-
portant to understand and certify that the LSTM is getting a consistent
and coherent performance. Also, identifying the most relevant parts
of the time-series. By the knowledge extracted from the inspection,
we were able to detect the bias of the LSTM classifier for LT events.
Also, the classifier was re-trained with improvements in the input data
making a new model LSTM-SHAP. This new classifier not only had
a greater IAR and BA, but also had a more consistent and coherent
performance, correcting the detected bias.

The proposed approach was also validated using real PMU measure-
ments collected from the BIPS. It shows that the method is suitable for
application in practical systems in order to improve the training process
as well as reducing the concerns of operators to how the classifier is
taking its decisions. Finally, the method is also useful for real-time and
online applications since the classifier can make a prediction around
0.03 s (average).

Future directions include extending to other DNN models such as
Gated Recurrent Unit (GRU), CNN and transformer-based architectures
such T5 (Text-to-Text Transfer Transformer) and BERT (Bidirectional
Encoder Representation from Transformers) [45,46]. Additionally, it
might be useful to incorporate the SHAP values into the loss func-
tion of the LSTM introducing the knowledge domain as constraints,
improving the generalization performance of the model, and coherent
of predictions.
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