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BACKGROUND

A well-trained machine learning (ML) tool may become less accurate in its performance with defective Input
features, even If only one input feature is defective. Also, measured input data for ML may be defective due to risks
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Fig. 4. Performance of each method and case without defects.

CONCLUDING REMARKS

= Three easy-to-implement, effective, and practical data-driven methods are proposed to correct defective input
features for enabling ML tool smooth applications in power systems.

= Each method achieves a desirable performance for defective data correction, especially the adaptive method
enables the well-trained ML tool to attain nearly the same accuracy level as the case of no defective data.
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