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Background

« Traditional online scheduling strategies are greatly affected by the accuracy of renewable energy and load forecasting.

* The discrete-action based DRL optimization methods (DQN, MuZero) are difficult to adapt for a microgrid with
distributed BESSSs.

* Develop the BDQ (Branching Dueling Q-Network) based optimization algorithm to learn to schedule the microgrid with
multiple BESSs from historical load and renewable energy data without relying on any forecast information.

BDQ Based Online Optimization Strategy for Microgrid with Distributed BESSS
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Fig. 3 The convergence process of the proposed BDQ based online

optimization algorithm on the 6-bus microgrid system.
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Fig. 2 The diagram of the 6-bus microgrid.
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v Conclusion: The proposed BDQ based microgrid scheduling algorithm outperforms many state-of-
the-art online scheduling strategies for microgrids in terms of optimization performance and time-
consuming.
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